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1

I N T R O D U C T I O N

The Semantic Web is a web of interoperable data, that can be inter-
preted both by humans and machines. Cultural heritage institutions
recognized the value of Semantic Web technologies and a lot of work
has gone into publishing collections, creating standardized data mod-
els and compiling structured vocabularies. In this thesis, we analyze
Linked Data published by cultural heritage institutions and investi-
gate how such data can be further contextualized and enriched. We
show how enrichments improve access to online collections, as well
as support the integration of collections of different institutions. We
start this introduction with background information about online cul-
tural heritage collections, nichesourcing and the Semantic Web.

1.1 background

1.1.1 Cultural heritage collections online

Many cultural heritage institutions provide online access to digital
representations of their collection objects1. Object retrieval and discov-
ery methods, that allow various users effective access to collections,
rely on data that describes these objects (i.e. metadata). Examples of
metadata are the creator, material and subject matter of an object.
Most cultural heritage institutes already have basic metadata at their
disposal, for collection management purposes.

Museums should be hesitant to publish metadata online that comes
straight out of the collection management system, as it creates two
major problems. First, online visitors are deprived of the narrative
and context provided by the meticulously composed exhibitions in
museums. Second, the well-curated object descriptions in those exhi-
bitions are missing online, since objects in collection management sys-
tems are typically described with minimal information, in art-historian
jargon and for the purposes of preservation [32]. As a result, despite
the fact that numerous museums have already published their collec-
tion online, it remains a challenge to explore them. To address this
problem, we investigate how existing metadata can be contextualized
using annotations.

1 For example:
http://www.metmuseum.org/collections
http://www.britishmuseum.org/collection
http://www.louvre.fr/moteur-de-recherche-oeuvres

http://www.metmuseum.org/collections
http://www.britishmuseum.org/collection
http://www.louvre.fr/moteur-de-recherche-oeuvres
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1.1.2 Nichesourcing annotations

To improve access to online collections, cultural heritage institutions
started initiatives to better describe objects by gathering annotations.
However, the size of many collections, as well as the diversity of the
topics covered, goes beyond any number that in-house annotators can
handle in a feasible amount of time and with the desired level of qual-
ity. An opportunity to address this problem presented itself with the
rise of crowdsourcing [24]. Many museums embraced the crowd to an-
notate collection objects and to bridge the gap between professional
descriptions and user expressions [57]. Some well-known examples
are the Steve.museum and Your Paintings projects [36, 74]. Crowd-
sourcing not only addressed the annotation problem but also created
new ways of engaging audiences online [64].

The crowd proved to be a quick and inexpensive source of large
quantities of annotations, but not enough mechanisms were in place
to ensure the quality of added information, especially for knowledge-
intensive annotation tasks, such as often encountered in the cultural
heritage domain. Therefore, we introduced nichesourcing, an exten-
sion of the crowdsourcing paradigm, aimed at solving knowledge-
intensive tasks, by identifying and engaging small groups of amateur
experts, rather than addressing the “faceless” crowd [88]. A niche is
gathered from either distributed experts on a specific topic or from
an existing network centered around the same culture, location or
topic. In both cases, the members possess domain knowledge and are
intrinsically motivated to contribute and provide high-quality results.
In Chapter 4 of this thesis we introduce the Accurator nichesourc-
ing methodology, detailing how nichesourcing can be used to gather
high-quality annotations for different types of collections.

1.1.3 The Semantic Web

Semantic Web technologies allow cultural heritage institutions to pub-
lish interconnected, interoperable data, with explicit semantics. Cur-
rently, most information on the internet is published as unstructured
text. Unstructured text is hard to interpret by machines, which makes
automated reasoning over statements and integration of information
difficult. The Semantic Web transforms the internet from a web of
documents into a web of data [6]. Many cultural heritage institutions
have started to publish data on the web [43, 50, 72, 90].

Statements are made in the form of triples, consisting of a sub-
ject, predicate and object. An example of such a triple is: :nightwatch
dc:creator :rembrandt. Here, the dc prefix indicates that the predicate
“creator” originates from the standardized Dublin Core data model.
The subject and predicate are always represented by an identifier,
whereas the object can be an identifier as well as a literal. To illus-
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trate, for the object of this triple, we could also have used the literal
“Rembrandt van Rijn”. Unlike literals, identifiers allow for disambigua-
tion of resources. If, for example, two artists have the same name, an
identifier helps to distinguish between them. In addition, using the
same identifiers for resources in different datasets establishes a com-
mon ground, aligning information published by different institutions.
We use this principle in Chapter 6, to integrate collections of different
modalities.

Statements can also be used to make the semantics of data explicit.
Collections of such statements forming a formal, explicit and shared
conceptualization are called ontologies, which are instrumental for
correctly interpreting data [71]. The explicit semantics and use of
identifiers eases reuse and integration of data. This aligns with the
goal of cultural heritage institutions to disseminate information, but
also provides the opportunity to reuse complementary information
published by other institutions. Besides using ontologies to structure
information about collection objects, structured vocabularies can be
used to describe objects with a normalized set of concepts, that can
be reused by multiple institutions. These structured vocabularies are
an ideal source of concepts for annotating collection objects within
crowdsourcing initiatives.

1.2 project context

The research reported upon in this thesis is conducted in the con-
text of the project Socially-Enriched Access to Linked Cultural Media
(SEALINCMedia)2, part of the Dutch national program COMMIT/3.
The goal of the SEALINCMedia project is to improve access to mul-
timedia collections, by using crowdsourcing and automated meth-
ods to enrich content. The project focusses on two application do-
mains, automated video analysis and crowdsourced enrichments of
cultural heritage collections. Earlier work of the MultimediaN project
served as a foundation for the research in this thesis, providing col-
lection alignments, a graph search algorithm and an annotation inter-
face [67].

The application domain of this thesis is cultural heritage, a domain
in which providing access to online collections remains a challenge.
We closely collaborated with the Rijksmuseum Amsterdam4, which
gave us access to collection data and search logs from the website. The
museum hosted two annotation events, during which we could col-
lect information about how experts enrich collection data. A similar
event was held at the University Library of the Vrije Universiteit Ams-

2 http://sealincmedia.wordpress.com
3 http://www.commit-nl.nl
4 http://www.rijksmuseum.nl

http://sealincmedia.wordpress.com
http://www.commit-nl.nl
http://www.rijksmuseum.nl
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terdam5, with which we collaborated in the context of the Network In-
stitute project INVENiT6. A research visit to the ResearchSpace team7

at the British Museum8 provided valuable insights into cultural her-
itage data modeling practices.

The COMMIT/ program granted funding for valorizing research
results in the DigiBird project9. This project brought together four in-
stitutions with different, but complementary collections. In addition
to the Rijksmuseum, the Naturalis Biodiversity Center10, the Xeno-
Canto foundation11 and the Netherlands Institute for Sound and Vi-
sion12 were part of this assembly. All four institutions provided access
to collection data, while the Sound and Vision institute kindly hosted
two researchers and provided resources for the required infrastruc-
ture. The Naturalis Biodiversity Center incorporated the results of
the DigiBird project into their Dutch Species register website13.

1.3 research questions

The main objective of this research is to formulate a reusable method
to gather annotations that enrich and contextualize objects, thereby improv-
ing access to online cultural heritage collections. We guide our research
through answering four research questions: two regard contextualiza-
tion and enrichment, the other two questions regard access to online
collections. Through the first research question, we investigate how
existing ontologies cope with the challenges of capturing data about
cultural heritage objects and their context.

1. How do different modeling approaches influence the contextu-
alization of cultural heritage collections published online?

Cultural heritage institutions possess a wealth of knowledge about
their collection objects. It is not trivial to translate this knowledge
into data that is fit to be published online. We investigate how exist-
ing ontologies cope with modeling challenges encountered in the cul-
tural heritage domain, as well as their impact on publishing contex-
tual data about collection objects. The second question regards how
additional information can be added to cultural heritage objects by
involving niche communities.

2. What method for engaging niche communities to enrich cul-
tural heritage objects can result in high-quality annotations?

5 http://www.ub.vu.nl
6 http://invenit.wmprojects.nl
7 http://www.researchspace.org
8 http://www.britishmuseum.org
9 http://www.digibird.org

10 http://www.naturalis.nl
11 http://www.xeno-canto.org
12 http://www.beeldengeluid.nl
13 http://www.nederlandsesoorten.nl

http://www.ub.vu.nl
http://invenit.wmprojects.nl
http://www.researchspace.org
http://www.britishmuseum.org
http://www.digibird.org
http://www.naturalis.nl
http://www.xeno-canto.org
http://www.beeldengeluid.nl
http://www.nederlandsesoorten.nl
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Institutions often have basic metadata about objects for collection
management purposes. This data is not always sufficient for pro-
viding access to collections online. Extending this information re-
quires specialized knowledge about an object and its subject matter.
We investigate whether it is possible to formulate a crowdsourcing
methodology that involves niche communities in the annotation pro-
cess of collection objects. Niche communities are targeted since it is
of paramount importance for cultural heritage institutions that enrich-
ments are of high quality. The third question investigates how these
enrichments can be used to generate more diverse search results.

3. How do enrichments from various structured vocabularies
influence the diversity of search results?

Cultural heritage collections contain many objects, of which the de-
tails are often unknown to the average user. Presenting more diverse
search results can help users to explore collections and reach more
relevant objects related to their search query. A dense web of contex-
tual information can support explorative search. Previous questions
explored adding context and enrichments to objects, here we inves-
tigate how contextual information from different structured vocabu-
laries impacts the ability to retrieve diverse search results. The fourth
question also regards access but focusses on how different cultural
heritage collections can be integrated online.

4. How to address the issue of continuously evolving data in the
process of integrating cultural heritage datasets from various
institutions?

Collections from different institutions can be complementary. For ex-
ample, an oeuvre of an artist is rarely kept at one institution and a
certain subject matter topic can be highlighted with media from differ-
ent modalities. A more complete picture can be given to users when
it is possible to provide integrated access to multiple collections at
once. Here, we focus on how this integration is possible for datasets
that are subject to constant change, due to for example a continuous
stream of added enrichments.

1.4 approach

The five-step method presented in this thesis contextualizes objects,
in order to improve access to online cultural heritage collections. Each
step of the method provides input for the next step, as illustrated by
Figure 1. To lay a foundation for analysis of contextualization and
enrichment of data, we first describe a cultural heritage collection
published online, originating out of a real-world setting. To do so, we
analyze Linked Data published by the Rijksmuseum. In collaboration
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Figure 1: The five-step method of this thesis.

with the museum, we describe the data conversion process, gather
statistics about the published metadata and create an overview of the
links to external data sources.

The results of data analysis and observed data publishing chal-
lenges serve as input for a comparison of cultural heritage data mod-
eling approaches. To answer the first research question, we compare
common modeling approaches, to see how ontologies support the
contextualization of cultural heritage objects published online. We
discuss how modeling approaches of two commonly used cultural
heritage ontologies address these challenges, illustrated with exam-
ples from the Rijksmuseum collection.

After analyzing the data and ontologies, we continue with the topic
of enrichment. Crowdsourcing is potentially a source of numerous
annotations but suffers from drawbacks when poorly implemented.
For answering the second research question, we develop a nichesourc-
ing methodology, which is repeatable and assures that high-quality
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annotations are gathered. To evaluate the method we run three ex-
periments in the form of nichesourcing campaigns, during which
niche-experts contribute their knowledge, by extending the descrip-
tions of cultural heritage objects. Participants evaluate the annotation
tool and nichesourcing method by filling in a questionnaire. The col-
lected annotations are compared to a gold standard when available
or are reviewed by professionals.

We continue by investigating how access to online collections is
improved by the contextualization and enrichment of objects. To mea-
sure the impact of enrichments on search result diversity we run an
experiment with search queries obtained from the logs of the Rijks-
museum website as input. These queries are used in combination
with an existing graph search algorithm, which leverages the con-
nections between concepts and collection objects, to obtain relevant
results. In order to answer the third research question, we alternate dif-
ferent enrichments from various structured vocabularies. We measure
how the different characteristics of the alignments between collection
and vocabularies and the characteristics of the vocabularies (e.g. num-
ber of links between concepts) impact the diversity of search results.

In order to answer the fourth research question, we develop a col-
lection integration platform in a real-world setting, involving differ-
ent methods of programmatically accessing information about objects
from different cultural heritage collections. The collections are con-
tinuously extended by crowd contributions or enriched with annota-
tions. Therefore we investigate methods that do not ingest all data
once, but that integrate the latest data from different sources upon re-
quest. Thereby we compare different methods of accessing data and
evaluate the benefits of the use of identifiers and standardized data
models.

1.5 thesis outline

The first part of this thesis regards enriched cultural heritage data.
Chapter 2 starts with a description of the Rijksmuseum dataset. In
Chapter 3, we investigate modeling approaches of two cultural her-
itage ontologies aimed at contextualizing objects, by discussing chal-
lenges encountered while publishing data online. Chapter 4 shifts the
focus towards data enrichment. This chapter includes a detailed de-
scription of the Accurator nichesourcing methodology, a description
of the Accurator annotation tool and an evaluation of these in the
form of a report of three nichesourcing campaigns.

The second part of this thesis investigates how enriched data can
be used to improve access to datasets. Chapter 5 describes how var-
ious structured vocabularies, aligned with Rijksmuseum data, influ-
ence the ability to obtain diverse search results. In Chapter 6, we intro-
duce the DigiBird collection integration framework, used to integrate
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volatile data on the fly. Chapter 7 includes the conclusions drawn from
this thesis.

1.6 publications

This introduction is based on a paper presented during a doctoral
consortium and a position paper:

• Chris Dijkshoorn. “Grasping the long tail: personalized search
for cultural heritage annotators.” In: Proceedings of the 21st in-
ternational conference on user modeling, adaptation, and personaliza-
tion. (Rome, Italy). Ed. by Sandra Carberry, Stephan Weibelzahl,
Alessandro Micarelli, and Giovanni Semeraro. Vol. 7899. UMAP
’13. Springer Berlin Heidelberg, June 2013, pp. 392–395

• Victor de Boer, Michiel Hildebrand, Lora Aroyo, Pieter De Leen-
heer, Chris Dijkshoorn, Binyam Tesfa, and Guus Schreiber. “Nich-
esourcing: harnessing the power of crowds of experts.” In: Pro-
ceedings of the 18th international conference on knowledge engineer-
ing and knowledge management. (Galway, Ireland). Ed. by An-
nette ten Teije, Johanna Völker, Siegfried Handschuh, Heiner
Stuckenschmidt, Mathieu d’Acquin, Andriy Nikolov, Nathalie
Aussenac-Gilles, and Nathalie Hernandez. EKAW ’12. Springer
Berlin Heidelberg, Oct. 2012, pp. 16–20

I contributed the Rijksmuseum use case to the position paper. Publi-
cations on which the chapters in this thesis are based:

• Chapter 2: Chris Dijkshoorn, Lizzy Jongma, Lora Aroyo, Jacco
Van Ossenbruggen, Guus Schreiber, Wesley ter Weele, and Jan
Wielemaker. “The Rijksmuseum collection as Linked Data.” In:
Semantic web journal 9.2 (2018), pp. 221–230

• Chapter 3: Chris Dijkshoorn, Lora Aroyo, Jacco Van Ossenbrug-
gen, and Guus Schreiber. “Modeling cultural heritage data for
online publication.” In: Applied ontology 13.4 (2018), pp. 255–271

• Chapter 4: Chris Dijkshoorn, Victor de Boer, Lora Aroyo, and
Guus Schreiber. “Accurator: nichesourcing for cultural heritage.”
In: Human computation journal (in press)

• Chapter 5: Chris Dijkshoorn, Lora Aroyo, Guus Schreiber, Jan
Wielemaker, and Lizzy Jongma. “Using Linked Data to diversify
search results: a case study in cultural heritage.” In: Proceedings
of the 19th international conference on knowledge engineering and
knowledge management. (Linköping, Sweden). Ed. by Krzysztof
Janowicz, Stefan Schlobach, Patrick Lambrix, and Eero Hyvö-
nen. EKAW ’14. Cham: Springer International Publishing, Nov.
2014, pp. 109–120
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• Chapter 6: Chris Dijkshoorn, Cristina-Iulia Bucur, Maarten Brin-
kerink, Sander Pieterse, and Lora Aroyo. “DigiBird: on the fly
collection integration supported by the crowd.” In: Proceedings
of the museums and the web conference. Apr. 2017

I am the main author of all papers listed above: I developed the ideas,
collected the data, conducted the analysis and reported upon the find-
ings. Some of the datasets and applications described in these papers
have been provided by co-authors. The data analyzed in Chapter 2

stems from a conversion of collection data to Linked Data, created by
Lizzy Jongma. I am the main contributor to the codebase of the Accu-
rator annotation tool described in Chapter 4, which incorporates an
annotation component developed by Michiel Hildebrand and Jacco
van Ossenbruggen. The Accurator annotation tool is used to support
and analyze the nichesourcing methodology I developed together
with members of the SEALINCMedia project. Jan Wielemaker cre-
ated the search algorithm used to analyze the impact of enrichments
on search result diversity in Chapter 5. I was the lead developer of the
DigiBird collection integration framework, discussed in Chapter 6.





2

T H E R I J K S M U S E U M C O L L E C T I O N A S L I N K E D
D ATA

Many cultural heritage institutions provide online access to collec-
tions. It is beneficial for institutions to publish their datasets as Linked
Data, in order to achieve easy interlinking and integration. In this
chapter, we analyze the Linked Data of the Rijksmuseum. We provide
collection and vocabulary statistics, as well as challenges encountered
during the conversion process. At its time of publication, in March
2016, the Linked Data version of the collection contains over 350,000

objects, including detailed descriptions and references to high-quality
images released under a public domain license. Although the num-
ber of available object descriptions is rising, we conclude from the
analysis that less than half of the Rijksmuseum collection is avail-
able as Linked Data. Furthermore, the chosen data model simplifies
the source data, thereby omitting information essential for some use
cases. And while many object descriptions are contextualized using
references to external datasets, many additional links could be added.
Therefore, we discuss the impact of data models on published data
in Chapter 3 and enrich subsets of the Rijksmuseum collection in two
nichesourcing case studies of Chapter 4.

This chapter was published as “The Rijksmuseum Collection as Li-
nked Data” in the Semantic Web Journal (Dijkshoorn et al. [22]) and
was co-authored by Lizzy Jongma, Lora Aroyo, Jacco van Ossenbrug-
gen, Guus Schreiber, Wesley ter Weele and Jan Wielemaker.

2.1 introduction

Publishing cultural heritage collections as Linked Data improves re-
usability of the data and allows for easier integration with other data
sources [72, 90]. Concepts providing context for collection objects are
often shared among multiple cultural heritage institutions, which is
an ideal basis for creating connections between collections and al-
lowing reuse of information [43, 77]. The availability of data models
tailored towards publishing cultural heritage data helps to make the
data available in an interoperable way [26, 27]. These benefits have
become apparent to the sector, resulting in an increase of attention
and the development of methodologies to help institutions overcome
the hurdles involved in publishing data according to the Linked Data
principles [42, 72, 90].

The Linked Data version of the Rijksmuseum collection has some
unique features. The data is a result of a joint effort between the mu-



12 the rijksmuseum collection as linked data

seum, the Centrum Wiskunde & Informatica and the Vrije Univer-
siteit Amsterdam and has evolved with input from many research
projects [3, 67, 81]. Nowadays, employees of the museum are in con-
trol of the publication process, creating and maintaining a conversion
layer from the collection management system to Linked Data. The mu-
seum’s digitization process includes the use of external datasets for
adding contextual concepts (e.g. subject or material), creating manu-
ally curated links towards structured vocabularies [39]. The data is
continuously extended: every day new objects and descriptions are
added and both metadata and images are released under open li-
censes when possible.

This chapter describes the Rijksmuseum Linked Data and provides
insights into the lessons learned during its creation. The lessons learn-
ed regarding data modeling and contextualization serve as input for
subsequent chapters. In the next section, we describe the characteris-
tics of the Rijksmuseum collection and its digitization process. The
historical development of the dataset is given in Section 2.3. Sec-
tion 2.4 concerns an analysis of the state of the dataset as of 2016.
This section includes a description of the conversion approach, an
analysis of the data model, dataset statistics and an overview of the
links from collection objects to external data sources. In Section 2.5
we illustrate uses of the data, before we conclude in Section 2.6 with
a discussion.

2.2 the rijksmuseum in a digital age

The Rijksmuseum Amsterdam is one of the most visited museums in
the Netherlands, with a mission to provide a representational overview
of Dutch art from the Middle Ages onwards. It is well known for its
Golden Age paintings, including artworks by Rembrandt and Ver-
meer. The collection comprises over a million objects, of which only a
fraction can be on display at a given time. To open up the remaining
collection the museum started digitizing objects and publishing them
online.

Digitizing large collections is a time consuming and costly endeavor.
To address the backlog of objects to be digitized, the Rijksmuseum
started a dedicated digitization project, employing catalogers and
professional photographers. The catalogers register objects in the col-
lection management system and add metadata, using structured vo-
cabularies if available [39]. The photographers take high-quality pic-
tures which are released under a public domain license when possi-
ble, waiving the rights of the museum.

The digitized collection objects are accessible through the website
of the museum. Online visitors can explore the collection using cate-
gories or they can search for specific keywords. The presentation of
the website focusses on high-quality images of collection objects, en-
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couraging users to save, manipulate, and share them [34]. Developers
can use an Application Programming Interface (API) to get access
to information about the collection objects, sub-collections created by
users, and event information1.

2.3 history of the rijksmuseum linked data

The Linked Data version of the Rijksmuseum dataset has a long his-
tory, influenced by a number of research projects. A first Resource
Description Framework (RDF) version comprising 750 top pieces was
created by converting a data dump from an educational database [31].
As a next step, in an effort to integrate Dutch cultural heritage collec-
tions, the data model was changed to follow the VRA Core specifi-
cation2, with the key advantages of allowing the use of Dublin Core
constructs3 and making a distinction between the physical object and
its digital representations. The metadata values of objects were repre-
sented in plain text.

In a next version, contextual concepts from in-house thesauri of the
Rijksmuseum were aligned with the Getty thesauri4 and WordNet5,
resulting in a dataset of 27,993 triples [67]. At the time, the Getty vo-
cabularies were only available under license and in the XML format,
which resulted in the need for an internally maintained conversion to
RDF. In a similar effort, the vocabulary Iconclass was converted and
aligned using the Simple Knowledge Organization System (SKOS) to
formalize its structure [77]. The experiences gained served as input
for the SKOS specification.

The Rijksmuseum dataset was one of the first entries in the Euro-
peana Thought Lab6, an initiative for showcasing experimental tech-
nologies. This entry marks the first conversion of all available Rijks-
museum collection data: 46,000 objects with images were obtained
from the collection management system and converted to comply
with the VRA data model. The experience of modeling the complete
collection and integrating it with collections from other institutions
required the ability to model different (potentially conflicting) meta-
data records from different sources describing the same object. These
and other gathered requirements influenced the creation of the Euro-
peana Data Model [27].

The Europeana Data Model today has a set of core and contex-
tual classes that can capture collection information. The data model
is designed with reuse of existing classes and properties in mind. It
includes elements from the Dublin Core metadata initiative and the

1 http://www.rijksmuseum.nl/en/api
2 http://www.loc.gov/standards/vracore/schemas.html
3 http://dublincore.org/
4 http://www.getty.edu/research/tools/vocabularies/lod/
5 http://www.w3.org/TR/wordnet-rdf/
6 http://labs.europeana.eu/apps/SearchEngineEuropeana

http://www.rijksmuseum.nl/en/api
http://www.loc.gov/standards/vracore/schemas.html
http://dublincore.org/
http://www.getty.edu/research/tools/vocabularies/lod/
http://www.w3.org/TR/wordnet-rdf/
http://labs.europeana.eu/apps/SearchEngineEuropeana
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Object Reuse and Exchange definition of the Open Archives Initia-
tive7. Cultural heritage organizations can extend the set of classes and
properties when needed, reusing elements of other data models or by
defining their own. The possibility of making the collection available
on the Europeana portal led to the museum taking matters into their
own hands. We describe the current conversion of collection data into
Linked Data in the next section.

2.4 the linked data of the rijksmuseum

In this section we analyze the Rijksmuseum Linked Data, starting
with the conversion approach in Section 2.4.1. Sections 2.4.2 and 2.4.3
provide details on the data model and the number of digital objects
currently available. In Section 2.4.4 we give an overview of the links
from collection objects to external data sources.

2.4.1 Conversion of collection data into Linked Data

To create Linked Data, a conversion needs to take place from the
data contained in the collection management system into RDF. As
of March 2016, the collection management system includes 597,193

registered objects which can be described using 597 available fields.
Multiple steps are taken to select and convert a subset of fields and
objects, which we will describe in the remainder of this section.

Data from the collection management is harvested daily and loaded
into a database which serves the website. Not all of the 597 available
metadata fields are included in the output of the collection manage-
ment system, a subset of 245 fields is specified in a dedicated file8.
Fields that are no longer used or contain sensitive data such as insur-
ance values are excluded. The selected fields are transformed to form
field names which better reflect their content, omit empty values and
generate links to other databases maintained by the Rijksmuseum.
This conversion is accomplished using an Extensible Stylesheet Lan-
guage Transformations (XSLT) file9.

On top of the database runs an API, which is used for outputting
RDF. Not all of the 597,193 registered collection objects are included
in the output, a subset is selected based on copyright statements and
the ownership of the object. This results in a set of 351,814 objects
which are under the management of the museum and are free of
rights. Whether a collection object is under the management of the
museum is loosely defined, it includes objects owned by the museum,

7 http://www.openarchives.org/ore/
8 http://github.com/Rijksmuseum/conversion_adlib includes file adlibweb.xml

which identifies the metadata fields that are included.
9 http://github.com/Rijksmuseum/conversion_adlib includes file rijksstudio.xslt

which transforms the data.

http://www.openarchives.org/ore/
http://github.com/Rijksmuseum/conversion_adlib
http://github.com/Rijksmuseum/conversion_adlib
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the state and the city of Amsterdam, but also objects which are on
permanent loan. Objects which are on loan for a period shorter than
six months are not included.

Selected collection objects are converted into RDF with a second
XSLT file10. Every relevant metadata field of a collection object is
mapped to a property of the Europeana Data Model that most closely
resembles the values of the field. Since many of these properties orig-
inate from the Dublin Core Metadata Initiative, they often describe
the data in more generic terms as the original field, causing a loss of
precision. We describe the resulting data model for the Rijksmuseum
collection in the next section.

For some fields only textual values are available, others are de-
scribed using contextual concepts. These concepts are manually added
in the collection management system by employees documenting the
collection objects. Employees can select concepts from a combination
of Rijksmuseum thesauri and external datasets and all concepts have
a unique identifier. If for selected fields such an identifier is encoun-
tered during the conversion, a reference to the resource is added as
well as text in the form of the label of the resource.

The output of the API is used to obtain a complete harvest of the
data, which is in turn loaded into a graph database (i.e. a triple store).
These harvests are run on a monthly basis by an employee of the
museum, who updates the triple store by loading the latest version
and who provides links to downloads of older data dumps, which
are versioned according to the year and month they were obtained.
The file 201603-rma-edm-collection.ttl.gz is used to obtain statistics
in Section 2.4.3.

2.4.2 Data model and URIs

The Linked Data version of the Rijksmuseum collection is modeled ac-
cording to the Europeana Data Model (EDM). EDM reuses elements
from existing models such as Dublin Core. The structure of the model
is expressed with RDF Schema, using constructs like subclass and
sub-property relations. The Web Ontology Language is used to relate
EDM elements to other data models.

The data model makes a distinction between a collection object and
its digital representation(s). This is achieved with three core classes:
edm:ProvidedCHO for cultural heritage objects, edm:WebResource for
web resources and ore:Aggregation for aggregations of resources. Fig-
ure 2 shows the metadata of a painting by Rembrandt, including its
core and contextual classes. We use this example throughout the sec-
tion.

10 http://github.com/Rijksmuseum/conversion_oai_formats includes file euro-
peana_edm.xslt which provides an overview of the mappings.

http://github.com/Rijksmuseum/conversion_oai_formats
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Vocabularies

edm:ProvidedCHO
rma:SK-A-3276

skos:Concept
ico:71O77

"Jeremiah Lamenting 
the Destruction of 
Jerusalem"@en

skos:
prefLabel

"Jeremiah lamenting 
over the destruction 
of Jerusalem"@en

skos:
broader

skos:Concept
aat:300015050

skos:
prefLabel

skos:concept
aat:1000014078-en

"Rembrandt Harmensz. van Rijn"

dc:title

edm:
aggregated

CHO
dc:creator

ore:aggregation
hndl:COL.5242

edm:Agent
rma:PEOPLE.5706

edm:isShownBy

dc:
format

skos:Concept
ico:71

skos:prefLabel

"Old Testament"@en

skos:prefLabel

gvp:term

"oil paint"@en

"Rijksmuseum"

edm:dataProvider

edm:WebResource

dc:
subject

Figure 2: Example of the painting “Jeremiah Lamenting the Destruction of
Jerusalem” modeled according to the EDM data model.



2.4 the linked data of the rijksmuseum 17

An ore:Aggregation is used to connect the metadata of a cultural her-
itage object to web resources. Every collection object in the collection
management system gets an aggregation resource with its persistent
identifier as URI. Information can be added to the ore:Aggregation,
Figure 2, for example, shows that the Rijksmuseum served as data
provider.

Every ore:Aggregation is connected to a resource of class edm:Provided-
CHO, representing a description of the physical cultural heritage ob-
ject. Figure 2 shows four of the properties used to describe objects
in the Rijksmuseum dataset: dc:creator, dc:title, dc:format and dc:subject.
When possible, concepts are used to describe aspects of the artwork,
such as the thesaurus term purl:PEOPLE.5706 for Rembrandt and the
concept aat:300015050 for oil paint. Section 2.4.3 lists the occurrences
of predicates used to describe objects in the Rijksmuseum dataset.

When a digital representation is available, the aggregation points
to the URL were the image can be obtained. This URL is of type
edm:WebResource and can, in turn, be described with metadata, adding
for example information about its creator. Note that the creator of the
image most often differs from the creator of the artwork. The Rijks-
museum dataset currently includes information about the date of cre-
ation and the file format of the image.

Not all intricacies of the collection data can be captured using con-
structs of the Europeana Data Model. While the source data includes
detailed information about creator roles and fields like “rejected cre-
ator”, no such properties exist in Dublin Core. We discuss these data
modeling challenges in more depth in Chapter 3. EDM allows for re-
fining and extending the data model, so in the future, the museum
can choose to introduce its own more specific constructs or find oth-
ers to reuse. This could increase the coverage of data in the collection
management system included in the Linked Data version.

Persistent identifiers in the form of handles11 are used for the URIs
of the ore:Aggregation. Since an aggregation connects metadata of the
object and its digital representation, the persistent identifier is not re-
lated to the object number. The URI of the cultural heritage object de-
scriptions is based on the purl scheme12 and consist of five elements:
purl prefix, dataset type, country code, organization and object num-
ber. This results in the following URI for the edm:ProvidedCHO re-
source of the Rembrandt in Figure 2: http://purl.org/collections/
nl/rma/SK-A-3276. When values refer to one of the thesaurus databa-
ses of the museum, a URI is generated based on the internal reference
used, linking the collection object with the thesaurus.

11 http://www.handle.net/
12 http://purl.org/

http://purl.org/collections/nl/rma/SK-A-3276
http://purl.org/collections/nl/rma/SK-A-3276
http://www.handle.net/
http://purl.org/
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Table 1: Overview of the predicates that describe collection objects. Re-
sources and literals refer to the distinct objects used to describe
collection objects, the language codes indicate the availability of lit-
erals in given languages.

predicate artworks resources vocabs literals en nl
dc:contributor 89,796 0 - 9,146 0 9,146

dc:coverage 138,141 0 - 212 106 106

dct:created 340,865 0 - 46,255 19,837 19,837

dc:creator 349,787 27,904 rma 38,851 97 38,754

dc:description 217,202 0 - 176,786 2,487 174,299

dct:extent 288,318 0 - 55,241 15,229 40,012

dc:format 322,152 593 aat, rma 924 322 602

dct:hasPart 487 0 - 13,646 0 0

dc:identifier 351,814 0 - 703,429 0 0

dct:isPartOf 59,197 0 - 2,754 0 0

dct:isRefBy 98,815 0 - 80,770 0 0

dc:language 351,814 0 - 1 0 0

dct:prov 13,239 0 - 1,155 0 1,155

dc:publisher 351,814 0 - 1 0 0

dct:spatial 214,752 3,339 rma 3,361 0 0

dc:subject 221,868 44,840 ic, rma 32,452 0 32,452

dc:title 351,789 0 - 297,271 6,784 290,487

dc:type 351,749 3,541 aat, rma 3,700 155 3,545

edm:type 351,814 0 - 1 0 0

2.4.3 Rijksmuseum dataset statistics

As of March 2016, the Linked Data version of the Rijksmuseum col-
lection13 comprises 22,846,996 triples, describing 351,814 objects, of
which 207,441 have a graphical depiction. Ten sub-collections are
maintained, including sculptures (29,782 objects), historical items
(19,936 objects), paintings (3,949 objects) and Asian art (3,722 objects).
The collection of works on paper has 280,047 objects and is by far the
largest sub-collection, including prints, drawings and photos.

Table 1 lists the predicates used to describe collection objects. A title
is provided for almost all objects, of which the majority is unique. Al-
though most of the titles are in Dutch, some of them are also available
in English. Over half of the objects have the predicate dc:description,
which includes textual information about the subject matter and art-
historical background of the object. For example, the description of
Figure 2 includes the following text: “Downcast, the biblical prophet
Jeremiah leans his tired head on his hand” and “Rembrandt used
powerful contrasts of light and shadow to heighten the drama of the
scene”.

13 http://datahub.io/dataset/rijksmuseum

http://datahub.io/dataset/rijksmuseum


2.4 the linked data of the rijksmuseum 19

There are over 30,000 unique creators, which are mostly described
using resources from the person database of the museum. Half of
the dc:creator literals are based on labels from resources in the per-
son database, while the other half is used for adding nuances to
the creator field which are difficult to capture in a resource of type
edm:Agent. This includes textual descriptions such as “Anonymous”,
“possibly Rembrandt” and “follower of Rembrandt”. The predicate
dc:contributor refers to names of additional persons involved in the
creation process.

The dc:subject predicate provides information about the subject mat-
ter, where resources from both the Iconclass vocabulary as well as the
Rijksmuseum thesaurus are used. Subjects are also described using
Dutch literals, since not all subject matter falls within the scope of the
available vocabularies. The predicate dcterms:spatial refers to places,
for which both terms from the thesaurus as well as language agnostic
literals are used.

The museum describes temporal aspects using the predicates dc:co-
verage for periods and dcterms:created for creation dates. Dutch as well
as English literals are used for both predicates, where creation dates
are expressed using a year or estimated years (e.g. “1630” or “c.1600-
c.1625”) and periods are expressed using textual descriptions (e.g.
“second quarter 17th century” or “18th century”).

The predicate dc:type uses a mixture of concepts from the Art &
Architecture thesaurus, the museum’s thesaurus and literals to iden-
tify the type of object (e.g. print or painting). The same applies to
dc:format, which is used to specify materials such as the resource
aat:300015050, which stands for “oil paint”. In the next section, we
describe in more detail how many of such connections are made to
external datasets. Physical dimensions of the object are recorded us-
ing dcterms:extent, specifying the height and width of objects in cen-
timeters. The painting in Figure 2 has for example “height 58 cm”
and “width 46 cm”.

Objects can be connected to each other with the dcterms:hasPart and
dcterms:isPartOf predicates. These relations are, for example, used to
relate photographs to their album. Related sources (often books) are
linked to the object using dcterms:isReferencedBy. These three predi-
cates currently refer to literals representing identifiers, which in a
later stage can be converted to resources matching the objects indi-
cated by the identifiers. Every object has two identifiers, one for inter-
nal use (e.g. “SK-A-3276”) and one persistent identifier in the form of
a handle (e.g. “hndl:RM0001.COLLECT.5242”).

The predicate dc:provenance encodes the provenance in a literal enu-
merating the present and past owners of the object. Most of the in-
tellectual property rights are part of the public domain, while some-
times specific persons are specified who own the copyrights. Euro-
peana requires some values to be present and limited to a set range.
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Table 2: Types in the Rijksmuseum thesaurus with more than 500 values.
type distinct resources nl labels en labels
person 38,939 27,904 27,904

place 17,174 17,174 152

object name 6,074 6,074 298

keyword 5,021 5,021 166

event 1,982 1,982 43

technique 1,401 1,401 73

occupation 1,044 1,044 15

material 882 882 428

location RMA 808 808 5

The publisher is always the “Rijksmuseum”, while dc:language is the
language code of the country of the institution, in this case, “nl”. The
edm:type is “IMAGE”.

As outlined in Section 2.4.1, some of the literals are based on the
labels of resources. Although adding both the literal and resource
introduces redundant information, this can support applications that
do not handle the added complexity of resources well. The literals
from dc:type, dc:format and dcterms:spatial all directly originate from
the museum’s thesaurus. 77 percent of the literals of the dc:subject
field come from either resources contained in the thesaurus or the
person database. The remainder of the subject literal values mainly
describe specific dates and periods such as “1701 - 1703”. We describe
the resources contained in the thesauri and links to external datasets
in the next section.

2.4.4 Contextual concepts and links to external datasets

Institutions often maintain their own vocabularies containing their
perspective on contextual concepts. When the contextual concepts of
collection objects are replaced with concepts from standardized vo-
cabularies such as the Getty vocabularies, these nuances in perspec-
tives are in danger of disappearing. So while collection objects and
contextual concepts in the thesauri of the Rijksmuseum are linked to
an increasing number of available datasets maintained by other insti-
tutions, the Rijksmuseum chooses to also maintain and use its own.
This allows the museum to preserve its own perspective and in a later
stage, vocabulary alignment tools can be used to match the concepts
with similar concepts in external datasets [73].

Five contextual classes are defined in the Europeana Data Model
for relating collection objects to contextual information: edm:Agent,
edm:Place, edm:TimeSpan, and skos:Concept. These classes correspond
to the types of thesaurus records in the databases of the Rijksmuseum:
the person database maps to the agent class and the general the-
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"panel"@en
"paneel"@nl

skos:narrower

skos:Concept
rma:THESAU.273

skos:scope
Note

"Hout naar vorm 
of functie."@nl

rma:
term_type

"object
 name"@en

"2015-04-28
T19:40:33"

rma:
modification

skos:
externalID"273"

skos:Concept
rma:THESAU.1459

"lakpaneel"@nl

skos:
prefLabel

skos:
externalID"1459" rma:

term_type
"object
 name"@en

"2015-04-28T
19:40:57"

rma:
modification

skos:
prefLabel

Figure 3: Diagram of the thesaurus term representing “panel”.

saurus database contains information about places, historical events,
and other concepts. However, the types of concepts in the museum’s
thesaurus are divided into finer grained types. An overview of the
type of concepts is presented in Table 2, along with the number of
available resources and labels.

The thesaurus forms a hierarchy of concepts using relations such
as broader and narrower, which are represented using SKOS. Figure 3

shows two concepts, where the type of concepts is indicated using the
rma:term_type predicate. All of the 33,800 concepts in the thesaurus
have a Dutch label, only 1,539 have an English label. For 3,254 terms
a skos:scopeNote is available, describing the appropriate use of the con-
cept. Every concept has its own unique skos:externalID and the last
modification date of the concepts is recorded using rma:modification.

The person database contains resources of type edm:Agent, Figure 4

shows “Rembrandt” as an example. The names of persons are indi-
cated using skos:prefLabel and every person has a name, either rep-
resented as a Dutch, English, or language independent literal. Ad-
ditional information about persons is added using the Resource De-
scription and Access (RDA)14 vocabulary. A rdv:professionOrOccupation
is provided when known, Rembrandt has, for example, multiple listed
professions. Besides being a painter he also made prints. When avail-
able, information is added about the birth and death of the person. In
the remainder of this section, we describe how external datasets are

14 http://rdvocab.info

http://rdvocab.info
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Figure 4: Diagram of the agent resource representing the person “Rem-
brandt”.

used to extend the thesauri and annotate the collection data of the
Rijksmuseum.

The Art & Architecture Thesaurus15 (AAT) consists of concepts
about arts from antiquity to the present. Concepts include art styles,
materials and agents. It is maintained by the Getty Foundation, which
released a Linked Data version in February 2014 with 38,619 concepts.
The focus of the thesaurus lies on generic concepts: instead of for
example describing individual artists, it includes the concept “print-
makers”. New concepts originate from cataloging and documentation
projects and labels of concepts are available in multiple languages.

The Rijksmuseum uses the Art & Architecture Thesaurus for the
dc:type and dc:format metadata fields. A small subset of the available
concepts is used: 305 distinct formats and 124 distinct types. As can
be seen in the type frequency distribution in Figure 5, a small number
of concepts is often used. This is also the case for the format field.
For example, the top three types are prints (183,916), stereoscopic
photographs (3,480) and plates (1,617). The museum refrains from
assigning art styles to objects, since it is often debatable to which art
style an object belongs.

The Iconclass vocabulary16 contains 39,578 concepts, providing “a
systematic overview of subjects, themes and motifs in Western art”.
An official Linked Data version was released in 2012. Concepts are
identified with codes and SKOS relations are used to create a hierar-
chy between them. Labels of concepts are available in English, Ger-
man, French, Finnish and Italian. An example of a code used in Icon-
class is 7, which refers to the “Bible” and is connected to the concept
71O7, “the book of Jeremiah”, using skos:narrower predicates. Context-
dependent modifiers can be added to the codes: for 71C131(+3), the

15 http://www.getty.edu/research/tools/vocabularies/aat/
16 http://www.iconclass.nl/

http://www.getty.edu/research/tools/vocabularies/aat/
http://www.iconclass.nl/
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Figure 5: Frequency distribution of the top 50 type concepts of AAT the
collection objects are linked to.

code 71C131 indicates “the sacrifice of Isaac”, while the modifier (+3)
indicates that one or more angels are depicted on the object.

The museum uses the Iconclass vocabulary to describe subject mat-
ter. Iconclass codes are added by catalogers during the registration
process described in Section 2.2. Out of the 39,578 concepts in the
vocabulary, 10,434 are used to add information to an object. Of the
351,814 collection objects, 172,059 have one or more Iconclass annota-
tions. As Figure 6 shows, many of the concepts are often used, while
on average a code is used 27 times.

The Short-Title catalogue Netherlands (STCN) is “the retrospec-
tive national bibliography of the Netherlands in the period 1540-1800”17,
maintained by the National Library of the Netherlands. A Linked
Data version is available, containing records of 196,396 publications.
This dataset contains many books that are the source of objects in the
print collection of the Rijksmuseum and linking the two collections
provides valuable contextual information.

The catalogers of the Rijksmuseum add references to the National
Library by adding textual descriptions of the books in a notes field. To
create links, these descriptions are scanned for objects from the STCN
that match the title, publication date and publisher. This automated
matching process resulted in 3598 links from the Rijksmuseum collec-
tion to 501 publications in the STCN catalogue. The links are encoded
as dc:hasPart relations from the STCN vocabulary to the Rijksmuseum
collection. Catalogers estimate that roughly 14,000 works could have
been linked to STCN. A more rigorous way of referring to STCN titles
is in the making to support this.

17 http://www.kb.nl/expertise/voor-bibliotheken/short-title-catalogue-netherlands
(accessed on 04-07-2014)

http://www.kb.nl/expertise/voor-bibliotheken/short-title-catalogue-netherlands
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Figure 6: Frequency distribution of the top 50 subject concepts of Iconclass
that the collection objects are linked to.

2.5 data usage

Uses of the Linked Data of the Rijksmuseum include search, recom-
mendation, collection integration and browsing. In this section, we
give an overview of how the museum data has been used in various
research projects and provide statistics about the Rijksmuseum API.
Most projects that contributed to the process of data development
had demonstrators illustrating the power of Linked Data.

The MultimediaN E-Culture project showcased a semantic search
system, which won the 1st price in the 2006 International Semantic
Web Conference Challenge [67]. It clustered search results based on
the graph path leading from a matching literal to objects. The dataset
was extended from 750 artworks to the entire Rijksmuseum collec-
tion in a search prototype of the Europeana Thought Lab6, showing
advanced search functionality to be included in the portal at a later
stage. This same search algorithm is used to investigate the impact of
enrichments on search result diversity in Chapter 2 of this thesis.

Other ways of accessing data were introduced in subsequent years.
The CHIP demonstrator recommended artworks based on graph pat-
terns [81]. The STITCH project took a different approach with facets
based on Iconclass concepts, allowing users to browse the collection
based on different topics [77]. The Agora demo provided access to the
collection with an emphasis on the events related to objects [3]. As
discussed in Chapter 4, the Accurator nichesourcing tool uses graph
patterns to recommend people artworks to which they can contribute
information, gathering more accurate subject matter descriptions [18].

The Rijksmuseum maintains an API1 for application developers,
optionally returning data formatted according to the Europeana Data
Model. 587 people have registered for access to the API as of August
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2015 and many different applications have been build on top of it18.
The API is used by Europeana to harvest collection data, making all
the structured data of the Rijksmuseum available through the Euro-
peana portal. Europeana logs the page views of this portal and during
a period of 20 weeks (starting from the 1st of May 2015), Rijksmuseum
collection objects got 42,156 page views of which 34,206 were unique.

2.6 discussion

For a long time, Linked Data has been a promise for data publication
and integration in the cultural heritage sector. Despite widespread
interest and apparent advantages, only a limited number of institu-
tions have managed to make their collection available as Linked Data.
After a period of development influenced by many research projects,
the Rijksmuseum is one of them. Furthermore, the museum is in con-
trol of the entire publication process of its own collection as Linked
Data.

The majority of the Rijksmuseum collection objects are part of the
public domain since their intellectual property rights have expired.
Although general understanding is that digitized representations of
public domain works should again be released under the same li-
cense terms, many institutions are hesitant to do so, in fear of losing
a possible revenue stream. Nonetheless, the dataset presented in this
chapter includes 207,441 references to images. The Rijksmuseum did
release their high-quality images in the public domain in 2013, ar-
guing that the increase in attention and exposure would result in a
higher number of visitors [60]. In turn, it allowed the museum to
gain more control over the digital representations that had appeared
online, replacing many inferior versions by its high-quality images.

The quality and correctness of metadata are of paramount impor-
tance to museums [72]. The Rijksmuseum has an extensive quality
control process in place to ensure the correctness of metadata. By
adding a direct conversion layer to the collection management sys-
tem it ensures that the same level of quality is translated to the Li-
nked Data version. However, as discussed in Section 2.4.2, the chosen
data model impacts the information that can be captured. This aspect
is clearly visible for creation events, the roles an agent played now
has to be encoded in a literal. In the next chapter of this thesis, we
further explore the impact of different modeling approaches on the
information that can be conveyed.

Data aggregators such as Europeana enticed many institutions to
provide digital versions of their collection, often relying on exter-
nal expertise for the conversion process. This led to an increase in

18 http://www.opencultuurdata.nl/category/apps/ provides an overview of appli-
cations that use cultural heritage data, including applications that are built on top of
the Rijksmuseum API.

http://www.opencultuurdata.nl/category/apps/
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available collections, although providing access to data through ag-
gregators has the major drawback that it creates a gap between the
institution and its data [90]. This gap can lead to misinterpretation
of data and the obfuscation of the source of the data. We believe it
is therefore still desirable that institutions publish their own data if
the required expertise is available. They thereby remain in control of
choosing the most suitable data model, URI naming schemes, links
to other datasets, and update processes.

The data of the Rijksmuseum is subject to constant change: newly
digitized objects are added on a daily basis and employees extend
and refine information regularly. This should not come as a surprise
when you realize that the museum’s collection consists of over a mil-
lion objects, of which just 593,193 objects are described in the col-
lection management system. The number of included objects in the
dataset described in this chapter is even lower since it only includes
objects which are under the management of the museum and that are
free of rights. The museum could in the future decide to extend this
number by also releasing metadata of objects still under copyright.

The Linked Data version of the Rijksmuseum collection places the
objects in a broader context, by relating the object metadata to ex-
ternal datasets. The museum uses the Getty thesauri to describe as-
pects such as materials and types of objects. Room for improvement
remains: persons and places are not yet related to external datasets
and not all objects have associated types and materials. Iconclass is
used extensively to describe subject matter, although 129,946 of the
published object description lack any form of subject description. In
Chapter 4, we investigate how the accuracy and coverage of object de-
scriptions can be extended using nichesourcing, thereby adding new
perspectives to the data and increasing the possibilities of meaningful
reuse.
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M O D E L I N G C U LT U R A L H E R I TA G E D ATA F O R
O N L I N E P U B L I C AT I O N

In this chapter, we investigate how cultural heritage data can be con-
textualized. Ontologies are used to structure data, while defining the
contextual information that can be conveyed about objects. We for-
mulate requirements for cultural heritage ontologies, based upon our
experience of publishing data of the Rijksmuseum and related work.
The requirements regard specialization, object- and event-centric ap-
proaches, temporality, representations, views and subject matter. For
each requirement, common modeling approaches are investigated,
by discussing two models regularly used in the museum sector: the
CIDOC Conceptual Reference Model and the Europeana Data Model.
The outlined approaches and requirements provide insights into data
modeling practices reaching beyond the cultural heritage sector.

This chapter was published as “Modeling Cultural Heritage Data
for Online Publication” in the Applied Ontology Journal (Dijkshoorn
et al. [21]) and was co-authored by Lora Aroyo, Jacco van Ossenbrug-
gen and Guus Schreiber.

3.1 introduction

Cultural heritage institutions possess a wealth of information and
there is a growing understanding that it would be beneficial to share
this online. It is, however, a non-trivial step for institutions to move
from traditional information dissemination methods, such as exhi-
bition catalogs and research papers, to the publishing of data [50].
To do so, cultural heritage institutions need to consider aspects that
were previously not part of their core activities (e.g. using standard-
ized data models and aligning data with other institutions). To aid
this transition, this chapter will: 1) outline data models in the cul-
tural heritage domain; 2) demonstrate using two example artifacts,
that different modeling approaches impact the information that can
be published; and 3) combine insights from modeling challenges to
form requirements, in order to aid institutions in choosing an appro-
priate data model.

Most cultural heritage data is contained in collection management
systems and catalogs that often function as data silos; systems that
can not be accessed by the outside world [43]. Over the years, ef-
forts to export this data have had many manifestations, resulting in
different data formats and data models. This makes the reuse and
integration of cultural heritage data a cumbersome task. Adoption of



28 modeling cultural heritage data

Linked Data practices improves the interoperability of cultural her-
itage data. Linked Data principles advocate systematic referring to
resources and syntactically standardized publishing of data [8]. On-
tologies make the semantics of published data explicit, by providing a
shared conceptualization [71]. The reuse of ontologies is encouraged
and there are specialized ontologies available for many different do-
mains [48]. The cultural heritage domain is no exception, with models
specifically tailored to libraries, archives and museums [25].

A cultural heritage institution is confronted with many important
choices when it decides to publish Linked Data and reuse an ontol-
ogy [56]. One of the first decisions to make is whether to invest in
infrastructure to publish Linked Data or provide data to an aggre-
gator of cultural heritage information. The former leaves the choice
of which ontology to use up to the institution, while an aggregator
might require data to be provided in a specific structure [13]. The de-
cision of which ontology to use has implications for the source data
that can be included, as well as the shape of the resulting Linked
Data. In this chapter, we discuss the impact of such decisions, with
respect to six modeling challenges. The challenges originate from re-
lated work, as well as our experience of publishing data about objects
in the collection of the Rijksmuseum Amsterdam (Chapter 2).

We illustrate different modeling approaches using two cultural her-
itage ontologies. The CIDOC Conceptual Reference Model (CIDOC-
CRM) is specifically developed for the museum sector and is intended
to be used to create interoperable data. The Europeana Data Model
(EDM) is an ontology that enables cultural heritage institutions to
structure collection data so that it can be used by the data aggregator
Europeana. This model is designed to retain other more specific data
models that are used by libraries, archives and museums. We chose
these ontologies for illustrating modeling approaches since they are
commonly considered by institutions for publishing data, but take a
different approach in doing so. We draw requirements for cultural
heritage ontologies from the challenges.

The remainder of this chapter is structured as follows: in Section 3.2
we discuss related work on cultural heritage ontologies and datasets,
to identify modeling challenges encountered while publishing cul-
tural heritage data. We describe two exemplary artifacts of the Rijks-
museum in Section 3.3: a wedding portrait and a cased pair of pistols.
These objects are suitable for illustrating modeling challenges, be-
cause of their distinct types, related events and subject matter. The dis-
cussed modeling challenges regard specialization, object- and event-
centric approaches, temporality, representations, views and subject
matter. The challenges and modeling approaches addressing them,
are discussed in Section 3.4. We discuss requirements distilled from
these challenges in Section 3.5 and end with a conclusion and future
work section.
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3.2 related work

In this chapter, we focus on how ontologies can be used to struc-
ture and represent information about artifacts in cultural heritage col-
lections. In the context of computer science, Studer, Benjamins, and
Fensel [71] defined an ontology as a “formal, explicit specification of
a shared conceptualization”. A conceptualization is an abstract view
of the world we want to represent. Making the conceptualization ex-
plicit entails deciding on a language to use and constraining the in-
terpretations of such language. “Formal” refers to the specification
being machine readable [38]. In Section 3.4, we use the Europeana
Data Model and the CIDOC Conceptual Reference Model to illustrate
different approaches to modeling cultural heritage data.

The CIDOC Conceptual Reference Model (CIDOC-CRM) is an event-
centric reference ontology for the cultural heritage sector, maintained
by a special interest group of the ICOM international committee for
documentation [25]. Constructs of the CIDOC-CRM are based on em-
pirical studies of collection management systems [15, p. i]. The on-
tology aims to be a “discipline neutral”, common semantic reference
point, improving the semantic and structural interoperability of cul-
tural heritage data. CIDOC-CRM has been accepted as an ISO stan-
dard for the interchange of cultural heritage information in 2006.

The Europeana Data Model (EDM) is developed to represent and
structure cultural heritage data so that it can be delivered to the data
aggregator Europeana [27]. EDM is used internally by Europeana to
aggregate, process, enrich and disseminate data. The model reuses
constructs from other data models, such as the Dublin Core meta-
data initiative1 and the Open Archives Initiative Object Reuse and
Exchange standard2 [46]. EDM is a top-level ontology to which insti-
tutions can map their more specific data models (CIDOC-CRM can,
for example, be embedded in EDM). This approach makes it useful
beyond its original purpose of data delivery: the model is nowadays
used by other aggregators, as well as institutions publishing their
own data [76].

Both ontologies are used by museums that publish a Linked Data
version of their collection. For instance, the Amsterdam museum on-
tology and VVV ontology specialize the EDM top-level ontology to
structure collection data [28, 90]. In addition, the Rijksmuseum dataset
is published using a combination of the Dublin Core model and EDM,
as discussed in Chapter 2. A collaboration of 14 American art muse-
ums mapped collection data to CIDOC-CRM [50]. This ontology is
also used to publish collection data of the Yale Center of British Art3,
British Museum4 and Russian Museum [54].

1 http://dublincore.org
2 http://openarchives.org/ore
3 http://collection.britishart.yale.edu
4 http://collection.britishmuseum.org

http://dublincore.org
http://openarchives.org/ore
http://collection.britishart.yale.edu
http://collection.britishmuseum.org
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Figure 7: Portrait of Marten Soolman, created by Rembrandt in 1634.

There are many more cultural heritage collections available as Li-
nked Data, through so-called “aggregators”. Aggregators are organi-
zations that host multiple collections, creating an integrated point
of access to artifacts of different institutions. The MultimediaN E-
Culture project provides integrated access to three cultural heritage
collections [67]. MuseumFinland is a collaboration of Finnish mu-
seums, while the LODAC Museum includes many Japanese muse-
ums [43, 53]. Europeana is an aggregator of European cultural her-
itage data, which connected data of over 3,000 institutions in 2017 [29].

3.3 two examples : a portrait and a pair of pistols

In this section, we introduce two artifacts from the Rijksmuseum Am-
sterdam. The first artifact is part of a pair of wedding portraits and the
second is a set of pistols. These artifacts together are a good combina-
tion for illustrating modeling challenges, due to their distinct types, a
range of related events, a number of different representations and an
assortment of subject matter. Based on related work and our own ex-
perience modeling the Rijksmuseum data, we illustrate typical mod-
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Figure 8: Rembrandt exhibition in 1956, including the portrait of Marten
Soolman.

eling challenges of the cultural heritage domain with these artifacts
in the subsequent section.

portrait of marten soolmans The first artifact that we use
as a running example throughout this chapter, is the portrait of Marten
Soolmans, as depicted in Figure 7. In 1634, Rembrandt van Rijn painted
a pair of portraits in honor of the wedding of Marten Soolmans and
Oopjen Coppit. The paintings show the young married couple in ex-
uberant detail, dressed in black and adorned with many lace details.
While part of private collections for ages, in an exceptional construc-
tion, the Dutch and French governments managed to acquire both
paintings. The portraits will always be exhibited together and their
location will alternate every five years between the Rijksmuseum and
the Louvre. The Rijksmuseum maintains an archive, which includes
files that document exhibitions. Figure 8 shows a picture of the two
marital portraits exhibited at the Rijksmuseum in 1956, as part of
an exhibition in honor of the 350th anniversary of the birth of Rem-
brandt. Two institutions with different views on the same artifact,
related events and the availability of digital representations, makes
modeling information about the portrait of Marten Soolmans an il-
lustrative example of the challenges that can be encountered during
the publication of cultural heritage data.

cased pair of pistols The second example is a cased pair of
pistols, shown in Figure 9. These flintlock pistols were manufactured
in the workshop of Jean Le Page, around the year 1808. The pis-
tols lend their historical significance by reputedly being owned by
Napoleon I Bonaparte, emperor of France. After the battle of Water-



32 modeling cultural heritage data

Figure 9: A cased pair of pistols, reputedly owned by Napoleon.

loo, the cassette containing the pistols was found in the traveling car-
riage of Napoleon and there are letters supporting the assessment
that Napoleon once owned the cassette. Besides the pistols, the cas-
sette also contains accessories, such as a powder horn, bullet mold,
rammer and hammer. The pistols are made from multiple materials,
such as walnut, steel and gold. The weapons are adorned with en-
gravings both written, as well as figurative. For example, an eagle is
depicted on the side of a pistol, while its barrel is engraved in gold,
with the text “Arger de l’Empereur”. The pistols are well suited for
illustrating the challenges of modeling cultural heritage data, because
of their components that have been created at different moments in
time, the detailed provenance information and the depicted subject
matter. But the first challenge we discuss in Section 3.4 is how to dif-
ferentiate between pistols and portraits, by specializing data models.

3.4 modeling approaches in the cultural heritage do-
main

In this section, we discuss six modeling challenges, as listed in Table 3.
For each challenge, we discuss the general issues in more depth and
show current modeling approaches of the Europeana Data Model and



3.4 modeling approaches in the cultural heritage domain 33

Table 3: Overview of modeling challenges and approaches.
Challenge 1 How to specialize an interoperable data model?

Approach 1A Specialization by extending a top-level class hierarchy.

Approach 1B Typing using terminologies.

Approach 1C Specialization by extending a property hierarchy.

Challenge 2 How to choose between an event- and object-centric approach?

Approach 2A Event-centric approach.

Approach 2B Object-centric approach.

Challenge 3 How to capture changes over time?

Approach 3A Textual descriptions of changes over time.

Approach 3B Embedding temporal information in properties.

Approach 3C Recording temporal information using events.

Challenge 4 How to describe representations of an artifact?

Approach 4A Aggregations that connect artifact and representation.

Approach 4B Similarity of artifact and representation.

Challenge 5 How to model multiple metadata sources with alternative views?

Approach 5A Proxies.

Challenge 6 How to contextualize artifacts based on subject matter?

Approach 6A Unbound subject matter.

Approach 6B Subject matter limited by range.

the CIDOC Conceptual Reference Model. From both ontologies, we
analyze encodings that are compatible with Linked Data, to which
we will refer to as data models. We illustrate the discussion using the
two examples introduced in the previous section.

3.4.1 Challenge 1: how to specialize an interoperable data model

Libraries, museums and archives hold many different types of arti-
facts. The Rijksmuseum alone has ten different sub-collections, rang-
ing from paintings to furniture. To achieve the desired level of inter-
operability across these sub-collections, some level of abstraction is
needed to support descriptions on a more generic level. An overly
generic data model, however, might “trivialize” descriptions of these
distinct artifacts. This happens when important, but collection-specific
information is systematically left out because it does not “fit” the gen-
eral data model used. This has the additional risk that curators and
domain specialists stop to support data publishing if they are un-
der the impression that this implies committing to generic models
that do not fit their domain sufficiently. At the same time, there are
use cases which require generic descriptions of artifacts, for exam-
ple, to achieve interoperability with collections with slightly different
characteristics. This interoperability is important from a managerial
perspective, allowing the participation in vertical as well as horizon-
tal integration projects. In relational or XML-oriented data models,
users find it often hard to specialize data models without losing their
interoperable generic structures. But even when Semantic Web tech-
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nologies are used, there are still choices to be made on how to provide
such collection-specific aspects.

3.4.1.1 Approach 1A: specialization by extending a top-level class hierar-
chy

One approach is to develop a commonly agreed upon, top-level class
hierarchy, that provides the required level of abstraction and interop-
erability but allows more specific descriptions by refining the generic
classes given. CIDOC-CRM defines 82 of such top-level classes, whe-
reas EDM describes 18 classes. The documentation of EDM recom-
mends to use the most specific construct available, thereby contribut-
ing to the precision of descriptions [45, p. 11]. However, the most
specific EDM class that can be assigned to the pistols and painting is
the fairly general provided cultural heritage object. CIDOC-CRM is a ref-
erence ontology with a similar approach and the most specific class
that can be assigned to a cultural heritage object is physical man-made
thing. Neither of these two general classes allows us to differentiate
between a painting and a pistol.

This means that for many purposes, institutions may wish to add
more specific classes, either by using a shared profile or by using an
institute-specific set of extensions. An institution could, for example,
introduce the class weapon and relate it to the CIDOC-CRM class phys-
ical man-made thing. Once the class weapon is assigned to one of the
pistols, it can still be deduced that it is a physical man-made thing. At
the moment a class painting is added as well, it is possible to differen-
tiate between the two types of artifacts.

3.4.1.2 Approach 1B: typing using terminologies

Additional typing of instances with terms from hierarchically struc-
tured vocabularies is another common approach to achieve special-
ization without sacrificing generality. These structured vocabularies
can take different forms, such as thesauri, classification schemes and
gazetteers [42, Chapter 4]. An example is the Art and Architecture
Thesaurus5 (AAT), which is used to relate artifacts to materials and
techniques. These structured organizations of concepts serve as shared
vocabularies for data publishers and can improve artifact retrieval
tasks [5, 86].

Both CIDOC-CRM and EDM include the property has type. Using
this property we can state that one of the pistols is of type “flintlock
pistol”. Such terms can often be reused, for example, from structured
vocabularies such as the AAT. Many of these vocabularies are struc-
tured using the Simple Knowledge Organization System (SKOS)6.
The terms in a SKOS vocabulary are connected using broader and

5 http://www.getty.edu/research/tools/vocabularies/aat/
6 http://www.w3.org/TR/skos-reference/

http://www.getty.edu/research/tools/vocabularies/aat/
http://www.w3.org/TR/skos-reference/


3.4 modeling approaches in the cultural heritage domain 35

narrower relations, forming a hierarchy. Using this hierarchy it is pos-
sible to deduce that a flintlock pistol is a more specific term than a
weapon. This typing of instances using terms does not, however, im-
pact the more formal RDF or OWL instance/class semantics, nor does
it limit the connections that can be made between different instances.

3.4.1.3 Approach 1C: specialization by extending a property hierarchy

Properties are used to relate instances to other instances or literal val-
ues. CIDOC-CRM includes a total of 262 property definitions, where
the EDM definition defines 35 properties and refers to 40 properties
of other data models. Properties can also form hierarchies, which in
turn can be extended. When extending the property hierarchy, it is
important that the meaning of a sub-property is subsumed by that
of properties higher up in the hierarchy. An institution could, for ex-
ample, introduce the property was painted for, to relate the portrait
of Marten to the wedding. This property should be a sub-property
of was made for and not of was used for. While both properties relate
things to activities, was used for is a sub-property of was present at,
something which is not necessarily true for the wedding portrait.

Domains and ranges can be added to properties, thereby indicating
which types of instances a property can relate. In Figures 10 and 11,
the texts in ovals serve as indicators of these domains and ranges. The
EDM property was present at, for example, relates information resources,
things and agents to events. Take, for example, the following statement:
“the pistol was present at the battle of Waterloo”. The range of the
property was present at indicates that the instance the battle of Waterloo
should be of class event. Inconsistencies can occur if the wrong prop-
erties are extended or aligned and reasoning is used to deduct addi-
tional information, something which we will discuss in more depth
below.

3.4.1.4 Ontological commitment and alignment inconsistencies

A minimal ontological commitment assures maximum reusability [71].
63 Properties described in the EDM specification do not have a full
domain and range specification, where every one of the 262 CIDOC-
CRM properties has a domain and range specified. The omission of
domain and range specifications makes the ontological commitment
of EDM lower than CIDOC-CRM. While this allows EDM properties
to connect multiple classes of instances, it refrains reasoners from au-
tomatically deducing the types of instances occurring as a domain
or range of an EDM property. The ontological commitment of EDM
is, however, impacted by alignments with constructs of CIDOC-CRM.
As we will see from the example below, this can lead to undesired
inconsistencies in the data when reasoning is used. Institutions that
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relate properties to EDM or CIDOC-CRM should consider the ramifi-
cations of their alignments carefully.

When new constructs are related to existing data models, care should
be taken not to create inconsistencies. The specification of EDM aligns
six classes and seven properties with constructs of CIDOC-CRM. An
example of problems caused by an inconsistent alignment is the EDM
property is successor of. This property has no defined domain or range,
which allows someone to state that the book the Two Towers is the
successor of the Fellowship of the Ring, but also that Queen Elizabeth
II is the successor of King George VI. The EDM property is successor
of is a sub-property of is similar to. EDM aligns this property with
the CIDOC-CRM property shows features of. The latter has a domain
and range of thing. Through reasoning, we can now deduct that the
domain and range of the property is successor of is class thing. This
is not problematic for books, but to categorize the Queen and former
king as things is less appropriate. In Section 3.5 we further discuss the
requirement for specializing data models without sacrificing interop-
erability, here we continue with outlining the differences between an
object- and event-centric modeling approach.
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3.4.2 Challenge 2: how to choose between an event- and object-centric ap-
proach

Two major approaches can be used to describe cultural heritage data:
the event-centric and object-centric approach. The latter puts the arti-
fact at the center of the data model. In an object-centric data model,
an artifact is directly connected to the data that describes its features.
An artifact has, for example, a creator, creation date, owner and loca-
tion. Event-centric data models describe artifacts using related events.
A definition of the class event is provided in the CIDOC-CRM doc-
umentation: “This class comprises changes of states in cultural, social or
physical systems, regardless of scale, brought about by a series or group of
coherent physical, cultural, technological or legal phenomena.” [15, p. 4]. A
production leads to the creation of the artifact, an acquisition leads
to a change of owner and a move leads to a change of location. The
information that can be conveyed as well as the structure of data is
impacted by a choice for one of the two approaches.

Measuring the appropriateness of a data model can be done by con-
sidering the balance between the amount of information that it is able
to convey and the effort that is required to create the data structured
according to the model [52]. Many cultural heritage institutions have
either a collection management system or a library catalog system in
place. These object-centric systems record which artifacts are part of a
collection and are often the source of data published online. Attempt-
ing to convert this source data into data structured according to an
event-centric data model requires much more effort than a conversion
to an object-centric model. However, event-centric data could convey
more detailed information about the creation, evolution and transi-
tion of artifacts over time. We regard these differences by discussing
the creation of an artifact in more depth.

3.4.2.1 Approach 2A: event-centric approach

CIDOC-CRM is an example of a data model which uses an event-
centric approach. As can be seen in Figure 10, many features of an
artifact are modeled using an intermediary event. An artifact is for
example related to its creator, by creating a path from artifact to actor,
with a production or creation event connecting the two. For the por-
trait of Marten, we can now state that it was produced by a produc-
tion event, in which Rembrandt was involved. Attaching attributes to
this event allows us to provide more details about the creation of an
artifact. We can for example state that the event took place in the year
1634 and happened in Amsterdam.

The granularity of event descriptions can be increased using com-
position. To illustrate, multiple events can lead to the creation of one
artifact. The pistols of Napoleon exist of multiple parts, such as the
barrel and the grip, which are all the result of different production
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events. CIDOC-CRM caters for bundling the events leading to a cre-
ation, by decomposing an event into multiple related events using the
property consists of. In practice, this can lead to long paths connect-
ing an artifact to its creator: an artifact is produced by a production,
which consists of a production carried out by an actor, who is identi-
fied by an appellation, which has label “Jean Le Page”. Object-centric
approaches are less verbose since they allow an artifact to be directly
connected to a string or an agent concept with a label.

The object- and event-centric approaches can exist side by side.
Most information in CIDOC-CRM is conveyed using events, but so-
called shortcuts can also be used to connect instances without the use
of intermediary events. The property has current owner, for example,
connects a physical thing directly to an actor, thereby using an object-
centric approach. EDM supports both the object-centric as well as the
event-centric approach. The expressiveness of the event-centric con-
structs in EDM is however limited since it only includes the property
was present at and class event. Conveying detailed event-centric infor-
mation requires making these constructs more specific, as discussed
in Section 3.4.1.

3.4.2.2 Approach 2B: object-centric approach

In EDM a stronger emphasis is given to the object-centric approach,
due to the inclusion of many Dublin Core constructs. The reason
for this emphasis is twofold: use of the object-centric approach is
widespread and required constructs are readily available [45, p. 17].
The creator of an artifact can be indicated using the two properties
contributor and creator, as shown in Figure 10. In contrast to the event-
centric approach, the properties connect the artifact directly to the
agent. The role of the contextual class is embedded in the properties
semantics: they allow differentiating in the level of involvement of the
creator. The property creator indicates the agent primarily responsible
for the creation of the artifact, while the property contributor identifies
someone who contributed to the artifact. Temporal information of the
creation of the artifact can be conveyed using the property created and
spatial information can be added using the property coverage.

Creation events bundle temporal and spatial information together
with the actors involved. In contrast, the object-centric approach of
Dublin Core uses three separate properties to relate an artifact to its
creator, creation date and place of creation. This solution suffices if
there is just one creator, but becomes problematic at the moment mul-
tiple actors with different roles are involved in the creation process.
Say the barrel of the flintlock pistol was made by Jean Le Page, while
Fleury Montagny engraved it. Since the date, place and creator are not
connected, it is impossible to distinguish which agent was involved
in what, where and when. For topics such as provenance, it is even
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more important to consider multiple related events. We discuss this
in more detail in the next section.

3.4.3 Challenge 3: how to capture changes over time

Capturing changes over time is relevant for cultural heritage data: ar-
tifacts are created, can be changed and might eventually be destroyed.
There are also changes not directly affecting the artifact itself, but that
for example regard ownership and location. We discuss why it is rel-
evant to capture this temporal information using two examples: part
addition and provenance. In some situations, it is useful to record if
artifacts are augmented with new parts. An example of this is the
changing of a frame of a painting. The portrait of Marten, for in-
stance, has multiple fitting frames, but only one can be used at a
given time. A museum needs to record which frame is in use and
which other frames have been used before. This example shows that
not only recording the current state of an artifact but also recording
its changes is a worthwhile effort.

The provenance of an artifact is a series of events that regard the
ownership of the artifact. The two pistols were for example reput-
edly owned by Napoleon, but after the battle of Waterloo bought by
the tradesman Jean Sagermans, who gave them to his brother. Henry
Sagermans, in turn, gave them to the State of the Netherlands. For
many artifacts, not all provenance events are known. Tracing back
owners can lead to new insights, sometimes showing that objects
have been unrightfully obtained during some event, for example, the
Second World War. Provenance tells something about the history of
an artifact and is often highly relevant information for researchers.
The ability to capture changes over time is essential to support this
type of research. We discuss three approaches to record changes over
time: adding textual descriptions, embedding temporal information
in properties and using events.

3.4.3.1 Approach 3A: textual descriptions of changes over time

EDM does allow recording changes of ownership using the prop-
erty provenance. The range of this property is a provenance statement
and adding this statement as plain text adheres to the EDM guide-
lines [13, p. 19]. The following line is an excerpt of how the Rijks-
museum records the provenance statement of the painting Jeremiah
Lamenting the Destruction of Jerusalem by Rembrandt: “Count Sergei
Alexandrovich Stroganoff (1852-1923), St Petersburg and, after 1905,
Paris; from whom, frs. 300,000, to Herman Rasch, Stockholm, 1922;
from whom, fl. 150,000, to the museum, 1939”. This textual descrip-
tion is more extensive than that of the marital portrait and the cassette
of pistols since the painting was acquired during the Second World
War. Although the text includes rich information, it is difficult to in-
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terpret for machines and for example querying for previous owners
is impossible without parsing it.

3.4.3.2 Approach 3B: embedding temporal information in properties

Temporal information can be embedded in the semantics of proper-
ties. The CIDOC-CRM properties has former or current owner and has
current owner create a direct connection from artifact to actor. These
properties embed temporal information in the properties using the
words former and current. In the specification of CIDOC-CRM, it is
advised to only use these properties whenever the date and place
are unknown or only the current owner is known. Embedding more
fine-grained temporal information into properties could be achieved
by extending properties with an indicator for time, for example by
creating the property has owner in 2017. This would, however, result
in enumerating an impractical amount of properties.

As a result, object-centric approaches tend to describe one partic-
ular state of the world. In that state, the object has a specific shape,
is owned by someone and is located at a place. Only considering
this one state of the world refrains us from asking questions that, for
example, regard changes in shape, previous owners and former loca-
tions. To illustrate, most properties of EDM originate from the object-
centric Dublin Core data model. EDM has no constructs for capturing
part additions or removal. As can be seen in Figure 10, there is the
possibility to use the property is part of to record that an artifact con-
sists out of other artifacts. This does, however, concern the current
state of the artifact and not how the artifact changed over time.

3.4.3.3 Approach 3C: recording temporal information using events

Events can be used to record changes over time. CIDOC-CRM in-
cludes constructs that allow for fine-grained modeling of provenance
and part addition and removal information. As shown in Figure 10,
the model includes dedicated classes for part addition and part re-
moval events. Adding a frame to a painting would be modeled using
the following path: the frame was added by a part addition which
augmented the portrait of Marten. Provenance is modeled using ac-
quisition events. The property changed ownership through is used to
connect an acquisition to the actors involved, with the properties trans-
ferred title from and transferred title to. Using this path, we can for ex-
ample state that the two pistols changed ownership through an acqui-
sition at the Oude Markt in Brussels in 1815 and thereby transferred
title to Jean Sagermans.

CIDOC-CRM also includes shortcuts and extended paths for indi-
cating the keeper of an artifact. After all, the owner and keeper of
artifacts are not always the same actor. The acquisition of the mari-
tal portraits is an example: owned by the Rothschild family, both the
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Louvre as well as the Rijksmuseum were interested in acquiring the
works. In the end, the paintings were bought with money from the
Dutch as well as the French government, who now both own half of
each painting. Thus, the portrait of Marten has two owners and its
keeper alternates between the Rijksmuseum and the Louvre. As may
have become clear from the examples above, events allow for convey-
ing highly detailed temporal information. However, in some cases,
this extra detail can make retrieval of information more cumbersome.
Accessing the object-centric has current keeper property would lead
directly to the current keeper of an artifact. At the moment this infor-
mation would be modeled using events, the keepers would have to
be sorted according to date, to obtain the current keeper.

3.4.4 Challenge 4: how to describe representations of an artifact

Representations allow us to consider artifacts without being in the
same physical space. A postcard of a statue, a poster of a painting or
a recording of a concert all convey something about the represented
artifact. It is important to note that by creating a representation, a
new entity is created, which differs from the real-world artifact. Say
a photographer takes a picture of the portrait of Marten. If we would
treat the picture as the same entity as the painting, the creator of
the painting would be the photographer, as well as Rembrandt. At
the moment the difference between representation and artifact is not
made explicit in a data model, this either leads to conflicting informa-
tion or refrains us from describing the representation in more detail.

Representations can take many shapes and forms. A difference, rel-
evant for online publication, is whether a representation is analog
or digital. Analog representations are for example posters, postcards
and reproductions. To illustrate, a small reproduction of The Night
Watch is exhibited next to the original. The original painting by Rem-
brandt used to be larger, but parts of it were removed in order to
fit the city hall of Amsterdam. The reproduction provides insights
into how the original composition must have looked like. The Rijks-
museum rarely keeps track of analog representations, as digital rep-
resentations are more important since they can accompany online
descriptions of artifacts.

The range of digital representations includes images, sounds, videos
and 3D models. Many types of artifacts can be represented using an
image, although for artifacts such as the cassette with pistols, mul-
tiple images are required to allow inspection of all sides. Different
file encodings can lead to even more representations, for example,
introducing a lossless and a compressed version. For instance, the
Rijksmuseum has 1083 images of the portrait of Marten alone. Many
of these are close-ups of details, but also pictures taken with vary-
ing equipment, registering different light spectra, such as X-ray and



42 modeling cultural heritage data

Subject MatterArtifactView

Representation

Conceptual 
Object

Thing

Web 
Resource

carries

depicts

subject

Symbolic 
Object

CRM Entity

Place

TimeSpan

coverage, spatial

coverage, temporal

shows features of

Creation

has created

aggregatedCHO

has view,
is shown at,
is shown by,

preview

ProvidedCHO

Physical Man-
Made Thing

CRM Entity

Thing

proxy for

proxy in

Proxy

representsVisual Item

was
influenced by

Aggregation

EDM class

CIDOC-CRM class

Legend

Class other model 
reused by EDM

CIDOC property

EDM property
Property other model 
reused by EDM

shows visual item

Figure 11: A representation of three key modeling aspects of publishing cul-
tural heritage data online: subject matter, view and some repre-
sentation of the artifact.

infrared. This multitude of representations makes separate descrip-
tions of representations all the more important.

3.4.4.1 Approach 4A: aggregations that connect artifact and representation

EDM uses aggregations to connect data about artifacts to digital rep-
resentations. An aggregation can only be connected to one artifact,
but different properties can be used to connect it to multiple dig-
ital representations. The most generic property for doing so is has
view, which does not have a range restriction beyond that the re-
source should be available on the web. Although this is not formally
reflected in the range specification, three more specific properties
limit the range of the web resource that functions as view. The range
of is shown by is limited to digital representations in the best avail-
able quality. The property is shown at connects the aggregation to
a website of the institution at which the artifact is shown. For the
portrait of Marten this would be https://www.rijksmuseum.nl/en/
collection/SK-A-5033. The range of preview is set to thumbnails that
represent the artifact. Figure 11 provides an overview of these prop-
erties.

3.4.4.2 Approach 4B: similarity of artifact and representation

CIDOC-CRM does not have properties dedicated to connecting ar-
tifacts to representations, yet more generic properties can be used to
achieve the same effect. As can be seen in Figure 11, the first approach
uses a creation event, relating the representation to the artifact using

https://www.rijksmuseum.nl/en/collection/SK-A-5033
https://www.rijksmuseum.nl/en/collection/SK-A-5033
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the property was influenced by, indicating the resemblance. A more di-
rect connection is created with the use of the property shows features
of, that indicates that the artifact is similar to the representation. The
domain of this property should be the derivative, in this case, the dig-
ital representation. The property can be refined by adding the type of
similarity. Where EDM properties can exclusively be used to refer to
online representations, the properties of CIDOC-CRM can also refer
to analog representations.

3.4.5 Challenge 5: how to model multiple metadata sources with alternative
views

Metadata is a point of view: it is created by someone who describes
an artifact to the best of his or her knowledge, given a certain context.
The context can be different, influenced by for example the institution
or the intended use of data. This makes the metadata volatile, while
the physical artifact that is described is not. These differences are not
problematic in an environment that considers just one context, say a
collection management system keeping track of the collection objects
of one museum. But at the moment data is published online, data
created in different contexts starts to coexist.

This can lead to situations where data from different sources de-
scribes the same physical artifact, with potentially conflicting infor-
mation. For example, the title used by the Rijksmuseum for the wed-
ding portrait by Rembrandt is “Portret van Marten Soolmans”, while
the Louvre uses “Portrait de Maerten Soolmans”. Besides the differ-
ence in language, the latter title is the result of the entanglement
of names of Oopjen Coppits first and second husband. She married
Maarten Soolmans, but after his death, she remarried Maerten Daey.
For users it is essential to be aware of the context in which data is
created, thereby allowing an informed decision of which information
to use. It is, therefore, important that data models support capturing
multiple sources describing the same artifact with possibly conflicting
information.

3.4.5.1 Approach 5A: proxies

EDM caters for having multiple views on the same physical artifact
using the class proxy. As shown in Figure 11, an instance of proxy is
connected to two entities: it is a proxy for an aggregation and a proxy
for an artifact. The aggregation bundles web resources provided by
one of the institutions together. In case of the portrait, the aggrega-
tion could bundle the digital images provided by the Rijksmuseum.
The artifact that is connected to the proxy is an instance of type pro-
vided cultural heritage object, represented by an identifier. At the mo-
ment proxies are used, data describing the artifact is not connected
to the instance of provided cultural heritage object. Instead, the data is
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connected to the proxy instance. The proxy representing the data pro-
vided by the Rijksmuseum is for example connected to “Portret van
Marten Soolmans”, while the proxy of the Louvre is connected to
“Portrait de Maerten Soolmans”.

There are two cases in which proxy constructions are useful out-
side the context of Europeana. The first regards other aggregators
that want to be able to convey different views on the same artifact.
The second concerns cultural heritage institutions that are aware that
data about an artifact is already ingested by an aggregator and who
want to add an additional view. The latter case will be rare, most
institutions will not check for the presence of a record. As a result,
an institution will not use the proxy construction at all in the data
sent to an aggregator. Thus, data ingested by an aggregator needs to
be manipulated to cater for multiple views [45, p. 10]. Metadata has
to be moved from instances of class provided cultural heritage object to
entities of class proxy.

If two institutions are describing the same physical artifact, the ob-
ject identifier that the proxy refers to is ideally the same or matched.
Most current identifiers redirect to locations specific to one institu-
tion. As an example, the Rijksmuseum uses http://hdl.handle.net/
10934/RM0001.COLLECT.612987 for the portrait of Marten, which points
to a page of the Rijksmuseum website. It is unlikely that the Louvre
will use the same identifier. So either alignment techniques have to be
in place in order for the proxy construction to be useful, or a move has
to be made towards institution agnostic identifiers for artifacts. The
Cultural Objects Name Authority7 which is currently under develop-
ment by the Getty research institute might provide such identifiers in
the future.

3.4.6 Challenge 6: how to contextualize artifacts based on subject matter

Properties of artifacts can be divided into perceptual information
about the artifact and information on a conceptual level [41]. To illus-
trate, an eagle has been engraved on one of the pistols of Napoleon.
While this visual item is engraved by a person on a physical man-
made thing, it represents a species of birds. The portrait by Rem-
brandt shows the person Marten Soolmans, wearing festive clothing,
including a lace collar. The portrait is however not a person nor made
of lace. Therefore a clear distinction should be made between percep-
tual properties of the artifact (e.g. materials, dimensions) and concep-
tual properties (e.g. who, what, where is depicted).

Many cultural heritage artifacts convey conceptual properties in the
form of subject matter: a statue might represent a person, a painting
might depict an event and a book might carry a belief. The range
of topics is diverse, limited only by the imagination of the creator

7 http://www.getty.edu/research/tools/vocabularies/cona/

http://hdl.handle.net/10934/RM0001.COLLECT.612987
http://hdl.handle.net/10934/RM0001.COLLECT.612987
http://www.getty.edu/research/tools/vocabularies/cona/
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and the interpretation of the beholder of the artifact. The library field
uses subject matter extensively to allow retrieval of relevant books. In
contrast, it is not considered part of current museum documentation
practices. One of the reasons is the lack of agreement regarding the
terminology that should be used [25].

For improving the accessibility of their online collection, the Rijks-
museum recognizes the value of subject matter descriptions. The mu-
seum uses the Iconclass vocabulary8 to annotate subject matter. This
vocabulary only covers a part of the topics encountered on artifacts
and use of additional or more general sources of terminology are con-
sidered. Usage of terminology that crosses over institutional bound-
aries can prove to be a valuable point for integration of online cultural
heritage data. We continue by discussing different approaches of re-
lating artifacts to subject matter.

3.4.6.1 Approach 6A: unbound subject matter

Both data models include an unbound path, that allows connecting
an artifact to all other entities available, illustrating the vastness of
available subject matter topics. The most generic EDM subject matter
property is subject. The range of subject is not defined and therefore
all sorts of topics can be related to the artifact. The most elaborate
CIDOC-CRM subject matter path connects the artifact using the prop-
erty shows visual item to entities of class visual item, which in turn is
connected by the property represents to the root of the class hierar-
chy of CIDOC-CRM: CRM entity. We can say that one of Napoleon’s
pistols shows the visual item of an eagle, which represents an en-
tity of class biological object. The property depicts is a shortcut of this
path, directly connecting the artifact to an entity, omitting the visual
item. By connecting to the most general term, every other class in the
CIDOC-CRM hierarchy can be shown on an artifact.

3.4.6.2 Approach 6B: subject matter limited by range

As shown in Figure 11, EDM includes three properties that limit the
range of subject matter. The property coverage restricts the range to
temporal or spatial topics. Coverage could, for example, relate the
portrait by Rembrandt to Amsterdam and the second quarter of the
17th century, while subject could also relate the painting to the person
Marten Soolmans. Temporal and spatial aspects can be further spec-
ified using the properties spatial and temporal. CIDOC-CRM includes
a path that connects artifacts to symbolic objects using the property
carries. This property can be used to connect non-visual works to sym-
bolic objects, for example stating that a book carries a text. In the
next section, we distill requirements from the six challenges and ap-
proaches discussed in this section. Among these requirements is the

8 http://www.iconclass.nl/

http://www.iconclass.nl/
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possibility to contextualize artifacts, which will become more impor-
tant with the increasing amount of cultural heritage data published
online.

3.5 discussion

Based upon the modeling challenges outlined in the previous sec-
tion, we formulate six requirements for cultural heritage ontologies.
By considering these requirements, institutions can make a more con-
scious choice when selecting an ontology to publish data online. The
gathered requirements, in addition to the modeling approaches, are
relevant and applicable to many other domains.

1. Possibility to specialize a data model without decreasing its in-
teroperability

2. Support for recording both attributes as well as events related
to objects

3. Ability to capture changes over time

4. Ability to separate descriptions of artifacts and their representa-
tions

5. Support for capturing multiple sources describing the same ar-
tifact, with possibly conflicting views

6. Possibility to contextualize artifacts using subject matter

For domains where interoperability of data is desirable, providing
methods that allow integration of data from heterogeneous sources
is essential. The cultural heritage domain is diverse, with institutions
ranging from archives to museums. Many data models have been
created, that either have specific constructs for modeling a particu-
lar type of artifact, or have generic constructs for modeling differ-
ent types of artifacts. A key insight has been that generic and spe-
cific modeling approaches can be combined, by creating ontologies
which can be specialized (requirement 1). At the moment certain pat-
terns reoccur often, the ontology can be extended accordingly. To il-
lustrate, CIDOC-CRM and EDM have been refined with collection
specific constructs [28, 72, 90]. Providing ontologies with a limited
set of constructs, however, does put the responsibility of formulating
specialized constructs at the side of institutions, while this might not
be their strong suit. A danger is that institutions either solely rely on
constructs provided by the ontologies, thereby losing a lot of detail
contained within source data, or create flawed new constructs, that
introduce inconsistencies.

The information that can be expressed is limited by the approach
taken by an ontology. In the cultural heritage domain, the object-
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and event-centric approaches are common (requirement 2). Data pub-
lished online is often the result of a conversion from an existing data
source, such as a catalog or a collection management system. These
sources already take a particular stance. For instance, a collection
management system primarily uses attributes to describe artifacts,
thereby taking an object-centric approach. Making a transition from
an object- to an event-centric approach requires effort and an institu-
tion needs to assess whether this is worth the investment. Choosing
an event-centric approach provides a more natural way of conveying
temporal data (requirement 3). Although events add a layer of com-
plexity, the ability to capture changes over time might be vital for
some use cases.

Real-world artifacts cannot be transferred over the internet, there-
fore we have to rely on descriptions of artifacts. A description can
take the form of data, describing properties of the artifact. Represen-
tations such as images, sounds and videos can provide additional
insights into the properties of an artifact. It is, however, essential to
realize that a representation is a new artifact, which does not share
all properties with the artifact and hence requires a separate descrip-
tion (requirement 4). This subtle distinction becomes more apparent
the moment the representation deviates more from the original. A
video, like a recording of a painting from different angles, is obvi-
ously not a painting. But even “born-digital” artifacts can still have
representations, such as other encodings. Both the CIDOC-CRM and
EDM models include constructs for indicating how an artifact relates
to a representation. These differences will become relevant in each
domain that includes representations of real-world objects.

At the moment data is published online, it becomes part of an open
world. This open world includes data from many sources, that pos-
sibly provide conflicting information. It is up to the user of data to
decide which information to use, while understanding that data will
never be one hundred percent correct and complete. Making an in-
formed decision is enabled by the availability of the source and prove-
nance of data. Where domain names can provide an indication of the
origin of data, this context is lost when statements are made about
resources outside the domain of the data publisher. For the aggrega-
tor Europeana this problem became important in an early stage since
it had to manage data from many different sources, in addition to
data resulting from its own enrichment strategies. EDM, therefore,
provides constructs that allow for making the source of data explicit
and supports having multiple descriptions of one resource (require-
ment 5). Addressing this problem is relevant in other areas as well,
for example in news stories. This will become even more important
at the moment we move closer to making the internet one big data
space.
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Currently, the Rijksmuseum publishes Linked Data about over
350,000 objects, structured using a combination of EDM and Dublin
Core. With the increase of available data, the need for contextualiza-
tion rises. An important aspect of contextualization is subject matter
(requirement 6). Subject matter can be very diverse and often differs
from the domain that cultural heritage ontologies intend to capture.
Cultural heritage ontologies should, therefore, allow relating artifacts
to contextual entities, even when these entities reside in different data
structures.

3.6 conclusion and future work

The cultural heritage domain is among the first domains to embrace
the Semantic Web and now features mature ontologies that can be
used to structure data. In Section 3.4 we discussed modeling chal-
lenges regarding specialization, object- and event-centric approaches,
temporal changes, representations, multiple views and subject matter.
Considering these challenges and abstracted requirements can help
cultural heritage institutions to make an informed decision about the
ramifications of choosing a particular ontology. The modeling prac-
tices in addition to the gathered requirements for ontologies are rele-
vant and applicable to many other domains.

The Rijksmuseum currently publishes information about collection
objects using a combination of the EDM and Dublin Core data mod-
els. Using an event-centric model instead of the current object-centric
model would overcome modeling limitations regarding changes over
time and the recording of different roles of actors involved in a cre-
ation process. Although a new approach, that uses a combination of
the EDM and CIDOC-CRM data models, requires a signification map-
ping effort, it would address all the requirements discussed in this
paper. Additionally, the aim of the museum is to extend the data be-
yond the scope of collection management, by contextualizing objects
with internal sources. These sources include bibliographic informa-
tion from the art-historical library, documentation contained in the
archives and research data. To convey this information adequately,
ontologies from domains other than the museum sector will have to
be considered.

Top-level and reference ontologies provide generic constructs, which
can be refined by others. Requiring institutions to create their own
specific extensions is error-prone and makes it more difficult to later
align specific constructs. Creating standardized extensions for differ-
ent domains and types of artifacts might help harmonize modeling
efforts. This approach can already be observed within the CIDOC-
CRM and EDM communities. Extensions and application profiles in-
clude models for ancient texts, fashion, archeology and scientific ob-
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servations. Extending this list of topics will allow institutions to more
easily publish interoperable, but detailed information.

Online publication of cultural heritage data enables the usage of
data created outside the context of an institution. The increased use
of controlled vocabularies in the cultural heritage sector is a first indi-
cator of a more widespread acceptance of the usefulness of data cre-
ated by others. Cross-institutional interlinking could greatly enhance
the user experience, enabling a more thorough overview of the differ-
ent facets of cultural heritage. At the moment more institutions are
able to publish data on their own, aggregators could serve as discov-
ery points for potential links. Increased usage of data from different
sources will require data consumers to consider automated methods
to validate data and assess trust in the obtained information.

The increasing amount of cultural heritage data published online
will lead to new challenges. A major challenge will be ranking arti-
facts to adequately respond to information needs. Curators, librarians
and archivist might have a natural feeling for doing this, but the re-
quired information is not always available online and with the rising
number of available artifacts the need for contextualization will only
grow. In the museum sector, recorded curation activities can serve
as an additional source of context. However, this does not allow us to
show, for example, the masterpiece of each artist in a collection. While
we can provide ratings for many resources online, ranging from ho-
tels to movies, this is rarely possible for cultural heritage artifacts.
This type of subjective data is something not readily considered by
cultural heritage institutions, although it might greatly improve the
accessibility of information.





4

N I C H E S O U R C I N G F O R C U LT U R A L H E R I TA G E

With the increase of cultural heritage data published online, the use-
fulness of data hinges on the quality and diversity of descriptions of
collection objects. In many cases, existing descriptions are not suffi-
cient for retrieval and research tasks, resulting in the need for more
specific annotations. Eliciting such annotations is a challenge since it
often requires domain-specific knowledge. Nichesourcing addresses
this problem, by tapping into the expert knowledge available in niche
communities. This chapter presents Accurator, a methodology for
conducting nichesourcing campaigns, by addressing communities, or-
ganizing events and tailoring a web-based annotation tool to a do-
main of choice. We validate the methodology in three case studies,
showing that it can be used to collect high-quality annotations in a
variety of domains. Such annotations, in turn, can be used for search
and collection integration, as described in Chapter 5 and 6.

This chapter has been submitted as “Accurator: Nichesourcing for
Cultural Heritage” to the Human Computation Journal (Dijkshoorn
et al. [23]) and was co-authored by Victor de Boer, Lora Aroyo and
Guus Schreiber.

4.1 introduction

Many cultural heritage collections are currently being made available
online [54, 72, 90]. While such online collections can be valuable re-
sources for the general public, scholars and professional users, their
usefulness depends on correct and rich descriptions of the contained
objects. Metadata describing objects is usually created by profession-
als working for the cultural heritage institution and typically meets
the needs of other cultural heritage professionals. Many institutions
lack the manpower to adapt data in order to better support different
groups of users. Therefore, some institutions have turned to crowd-
sourcing, outsourcing tasks to a distributed and often anonymous
group of people [57]. For cultural heritage organizations, crowdsourc-
ing proved to be a low-cost solution to gather large quantities of de-
scriptions [12, 30, 33].

While many institutions have gained significant experience with
using crowdsourcing to collect large quantities of data, a remaining
challenge is how to best harness the diversity in the crowd to solve dif-
ficult tasks in a sustainable fashion [55]. Describing collection objects
is a knowledge-intensive task, due to the variation in types of objects,
diversity in subject matter and sometimes hidden symbolic mean-
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ing. Accurately annotating objects therefore often requires domain-
specific knowledge. At the moment the required expertise is unavail-
able in an organization and when it is unfeasible to hire professionals
to do the work, it is fruitful to reach out to experts within the crowd.

Nichesourcing is a type of crowdsourcing, where groups of people
with domain-specific knowledge are involved in the annotation pro-
cess [18, 88]. We call these groups of enthusiasts niche communities.
There are numerous niche communities out there, revolving around
lots of different domains. The advantages of nichesourcing are: 1)
contributors are intrinsically motivated, 2) there is the potential of
obtaining annotations of higher quality and 3) knowledge-intensive
annotation tasks can be executed.

Where de Boer et al. [88] introduced the idea of nichesourcing
and discussed small-scale case studies, a structured methodology was
missing. We here present a repeatable and sustainable methodology
as well as an open-source tool to support nichesourcing. The Accura-
tor methodology and tool are developed in the context of the SEAL-
INCMedia project1, part of the Dutch national program COMMIT/2.
We validate both the methodology, as well as the tool, using three
extensive real-world case studies. The contribution of this chapter is
fourfold:

• Accurator nichesourcing methodology which provides a step-
by-step guide to designing and executing a nichesourcing cam-
paign (Section 4.3)

• Accurator annotation tool that supports the nichesourcing pro-
cess (Section 4.4)

• Validation of nichesourcing methodology in three case studies
in different domains (Section 4.5)

• Dataset of annotations which includes the annotations obtained
during the three campaigns (Section 4.6)

Section 4.6 includes an analysis of the annotations and an evaluation
of the annotation tool. The chapter is concluded with a discussion.

4.2 related work

Human computation is a field in which the human ability to carry out
computational tasks is leveraged to solve problems that can not yet be
solved by computers alone [61]. Crowdsourcing is part of the human
computation field and regards tasks that are outsourced to a large
group of people, often using the internet as an intermediary [24].
Crowdsourcing proved to be a good way to gather annotations at

1 http://sealincmedia.wordpress.com
2 http://commit-nl.nl

http://sealincmedia.wordpress.com
http://commit-nl.nl
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scale [2, 62]. This was recognized by the cultural heritage commu-
nity and crowdsourcing has been used to annotate objects such as
paintings, maps and videos [30, 32, 69]. Gathered annotations are
complimentary to annotations provided by cultural heritage profes-
sionals and thereby improved the accessibility of collections [12, 33].
Crowdsourcing turned out to be a novel way of engaging the public
as well [64].

Despite many successes, some crowdsourcing projects fail to live
up to their expectations. Research has been conducted in classify-
ing different types of crowdsourcing initiatives, to predict their suc-
cess based on project characteristics [55]. Methodology papers that out-
line steps to successfully run a crowdsourcing campaign are however
scarce. Yadav and Darlington [87] discuss guidelines to how Semantic
Web technology can support the design and management of crowd-
sourcing projects, while Sarasua et al. [66] introduce guidelines for de-
signing platforms hosting multiple projects. In this chapter we spec-
ify a nichesourcing methodology, contributing to the work available
on crowdsourcing methodologies. More specifically, the methodol-
ogy addresses crowdsourcing challenges such as solving knowledge-
intensive tasks, involving experts, motivating contributors and assur-
ing high-quality contributions.

Different approaches have been proposed to solving knowledge-inten-
sive, domain-specific tasks. Ahn and Dabbish [2] introduce theme rooms,
clustering tasks by domain and leaving the choice for a task to the
contributor. Finding tasks can also be automated: task assignment
matches characteristics of contributors with suitable tasks [14, 16].
Kulkarni et al. [51] search for experts in the crowd to improve com-
plex, creative tasks. Combinations of improvement tasks can be opti-
mized in crowdsourcing workflows, by considering the average abil-
ity of workers, the variance in the ability of workers and improvement
difficulty [35]. Oosterman and Houben [58] invite experts from on-
line communities to annotate objects in a specific domain. A different
approach is to teach contributors how to solve knowledge-intensive
tasks using a game [75]. Chamberlain [11] investigates the ability
of groups on social networks to solve tasks, concluding that topic-
specific groups are more active and solve more tasks. Nichesourcing
builds upon these approaches by involving off- and online niche com-
munities to solve knowledge-intensive tasks.

4.3 accurator nichesourcing methodology

In this section, we describe the Accurator nichesourcing methodol-
ogy. Figure 12 provides a schematic overview of the methodology,
which consists of four stages: orientation, implementation, execution
and evaluation. The methodology is cyclic, one iteration can build
upon the results obtained during a previous iteration. The stages are
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further segmented into steps. In this section, we describe for each of
these steps the input, output, action and challenges. We start with a
definition of nichesourcing and an introduction to the terminology
used in this section.

Based upon the paper by de Boer et al. [88] we provide the follow-
ing definition for nichesourcing:

Nichesourcing: the practice of completing knowledge-intensive
tasks, by soliciting niche communities with the required domain-
specific knowledge.

Nichesourcing extends crowdsourcing in the sense that rather than
executing simple micro-tasks, domain-specific, knowledge-intensive
tasks can be executed by intrinsically motivated members of commu-
nities, able to provide high-quality results. Members of niche commu-
nities have an identity and share a domain of interest, in contrast to
the crowd. These niche communities can correspond to the notion
of a community of practice or interest [82]. Examples of domains are
ornithology and fashion. We continue by listing the terminology rele-
vant to the nichesourcing methodology:

• requesters initiate nichesourcing campaigns and often corre-
spond with the cultural heritage institution that owns the col-
lection objects.

• collection objects are real-world objects such as paintings or
prints, of which images can be used in online applications.

• annotations are often short textual descriptions or concepts,
that can be used to describe images of collection objects.

• tasks combine collection objects with the sort of annotations
requested.

• contributors solve tasks. We refrain from using the denomina-
tion worker since there is no monetary reward given for com-
pleting tasks.

• task difficulty indicates how hard it is to solve a task.
• contributor ability is an indication of how well a contributor

can solve hard tasks.

The terminology above will be used throughout the description of the
different stages of the Accurator nichesourcing methodology.

4.3.1 Orientation stage

As shown in Figure 12, in the first stage, the goal of the campaign is
determined and the objects that need to be annotated to reach this
goal are identified. Based on the characteristics of these objects, the
required enrichment is determined, which guides the identification
of niche communities who can provide such information.
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1. Determine goal of campaign

2. Identify objects to annotate

3. Determine object properties to 

annotate and select vocabularies

4. Identify niche communities
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Figure 12: The four stages of the Accurator nichesourcing methodology.

1. Determine goal of campaign
input: annotation statistics output: goal campaign, users of annotations
action: The requester formulates a goal in this first step, stating what
an institution wants to achieve with the annotations obtained during
a nichesourcing campaign. The formulated goal can range from gen-
eral (e.g. to improve access to a collection) to specific (e.g. to answer a
digital humanities research question). A goal is based either on needs
internal or external to the institution, therefore it is accompanied by
an overview of the intended users of the annotations. A list of users
provides clarity about who benefits from the data and gives an indi-
cation of who will take care of the collected information when the
campaign is completed. At the end of the campaign, the goal is used
to verify whether the gathered annotations have the desired impact.
If the annotation statistics indicate the goal is reached, a new goal is
formulated, otherwise, a subsequent improved campaign is used to
reach the current goal.
challenges: The goal has to be formulated in such a way that contrib-
utors deem it worthy to invest time into, fitting with their domain of
interest. Additionally, it helps to validate the results of a campaign if
it is possible to measure whether a goal is reached. For example, if
the aim is to improve access to a collection, this can be measured by
standard information retrieval metrics such as precision and recall.

2. Identify objects to annotate
input: goal campaign output: objects to annotate
action: During this step, a subset of objects is identified, which when
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correctly annotated will bring us closer to the formulated goal. This
can be a) on the basis of automatic (data-driven) analysis; b) through
manual selection of objects that require improvement or c) by analyz-
ing user interactions with the collection. Most cultural heritage col-
lections consist of objects that relate to a range of different domains.
To be suitable for nichesourcing, the selected objects should share a
domain, which later is matched with a community of experts.
challenges: Once a set of collection objects is either automatically or
manually identified, preparation steps might be needed to ensure that
basic metadata and an image are available for every object in the set.
Additionally, intellectual property rights should allow images of the
objects to be used online.

3. Determine object properties to annotate and select vocabularies
input: objects to annotate output: properties to annotate, candidate vo-
cabularies
action: The object properties that need to be annotated to achieve the
goal are identified during this step. More specifically, we distinguish
properties of the objects that can be better described using numerical
values, textual descriptions or concepts from structured vocabular-
ies. One specific goal here is to identify structured vocabularies that
can be used as values for the annotations. These vocabularies can be
provided as input to the Accurator annotation tool, which presents
concepts of the vocabulary as options to the contributors.
challenges: Cultural heritage institutions have to carefully consider
which vocabularies to use for describing collection objects. The suit-
ability of vocabularies should be assessed in terms of completeness,
accuracy and original context. It can, for example, be that the vocab-
ulary was intended to be used in a completely different context and
therefore does not contain the desired concepts, or that concepts rep-
resent a worldview which is different from the institution. A lack of
available labels in some language can pose a more direct problem.

4. Identify niche communities
input: quality assessment output: description niche communities
action: To assess the feasibility of nichesourcing, the shared domain
of the set of objects should match with a niche community. These
communities are identified by contemplating on which people have
the expertise to annotate the objects. The characteristics of an object
can for example match with professionals outside the cultural her-
itage sector, or with hobbyists focusing on a certain topic. A common
feature of niche communities is that they can be divided into even
more specialized sub-niches. It is useful to identify such sub-niches,
since later in the process it helps to assign tasks to contributors most
knowledgeable of a sub-niche.
challenges: The description of niche communities should include ways
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of reaching out to the community, which is important for the mar-
keting strategy in the implementation stage. Furthermore, the niche
community should not only be determined on the basis of the match
with the objects but more importantly, on the match with the missing
information. It is not always straightforward to identify niche commu-
nities that match the selected objects and requested information. It is
therefore important to allow interplay between the steps, adapting
the selection or requested information to the communities available.

4.3.2 Implementation stage

In the second stage of the methodology shown in Figure 12, the Ac-
curator annotation tool is deployed and tasks are designed that help
reach the goal of the campaign. A marketing strategy is formulated
to address the niche communities.

1. Deploy objects and vocabularies in tool
input: objects to annotate, candidate vocabularies output: accurator an-
notation tool
action: In this step, the Accurator annotation tool is deployed and
relevant data is loaded. We describe the tool in more detail in Sec-
tion 4.4, but in general, this requires a requester to a) set up a server
environment; b) install the tool and c) adapt the tool to the domain.
Once deployed, data regarding the selected objects and vocabularies
is loaded. A single instance of a tool can accommodate multiple cam-
paigns, refraining an institution from having to deploy a tool for each
iteration of the methodology.
challenges: Deploying the Accurator annotation tool requires technical
knowledge as well as appropriate infrastructure. Not every institution
will have both readily available and therefore some might choose to
outsource this step. Alternatively, an institution can choose to use ex-
isting online crowdsourcing platforms (e.g. Amazon Turk), thereby
bypassing this problem. This has the downside that these platforms
are not easily customized to support a particular domain.

2. Deploy annotation goal in tasks
input: goal campaign output: accurator annotation tool
action: During this step, the goal of the campaign is translated into
smaller annotation tasks. Tasks combine objects with explicit requests
for information and instructions on how this information should be
provided. For a photograph, the requested information could be de-
picted persons, accompanied by the instruction to enter names into
a text field. The identified structured vocabularies are related to re-
quests, allowing rendering of suggestions for values to enter. Tasks
are defined in the annotation tool by relating the identified objects to
input fields, each accompanied by the information request and struc-
tured vocabulary.
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challenges: The request for information and instructions have to be
concise and unambiguous. If there is room for interpretation, this
will have a negative impact on the consistency of the provided an-
notations. The concepts suggested can help normalize the input, but
should fit the type of information requested.

3. Set up user feedback elicitation
input: - output: user feedback elicitation
action: To get insights into the behavior of users and collect feedback,
user elicitation mechanisms are set up. These mechanisms can be
automated and unobtrusive, such as logging interactions with the
annotation tool. An institution can also choose for more direct in-
quiring, for example, by using questionnaires. Information gathered
using these mechanisms is used to refine the orientation stage and
can indicate the effectiveness of a marketing strategy. Furthermore,
created user profiles can serve as input for automated quality assess-
ment of annotations [10].
challenges: Nichesourcing relies on the intrinsic motivation of contrib-
utors. To not annoy contributors and distract them from solving tasks,
the elicitation mechanisms should be as unobtrusive as possible.

4. Formulate marketing strategy
input: description niche communities output: marketing material and
schedule
action: A marketing strategy is formulated to engage niche communi-
ties and capture the attention of contributors. This strategy includes
a schedule that details when and how messages are communicated.
Different outlets can be used, such as social media, newsletters and
flyers. The choice of outlet depends on how the targeted niche com-
munity can best be reached. First communications are focussed on
drawing attention to the campaign, by inviting people to participate
in annotation events. Following an event, a message can be sent about
the progress made, in addition to an invitation to keep contributing
online. Subsequent communications are meant to entice people to
keep participating in the campaign. At the end of the campaign, the
impact of the annotations is emphasized, alongside pointing contrib-
utors towards new campaigns when available.
challenges: It can be challenging to reach the niche communities iden-
tified during the orientation stage. Sometimes organizations that al-
ready rally events around the domain of interest can serve as a point
of entry. These organizations are often different from the cultural
heritage institution that owns the collection. Finding a niche repre-
sentative within such an organization, who is willing to collaborate,
greatly eases addressing potential contributors. Another strategy is
to market the nichesourcing campaign together with a broader event
associated with the domain, for example, a National Week of Fashion
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or an exhibition organized by the institution. This allows institutions
to combine the effort needed for marketing.

4.3.3 Execution stage

With the tool deployed and the marketing strategy in place, the nich-
esourcing tasks can be executed (Figure 12). But first, tasks deployed
in the annotation tool are tested during a pilot.

1. Run pilot to test the setting
input: accurator annotation tool output: -
action: To test the annotation tool and formulated tasks, a pilot is run
with a limited number of members of the targeted niche community.
During the pilot, issues are identified that should be addressed be-
fore the event. Depending on the type of issue, the subset of objects,
selected vocabularies and tasks are refined.
challenges: For each issue, an assessment has to be made whether it
will apply to most members of the community and therefore warrants
a follow-up action.

2. Organize events
input: accurator annotation tool, user feedback elicitation, marketing
material, schedule output: annotations, user feedback
action: Organizing an annotation event is an essential element of an
Accurator nichesourcing campaign. Besides being the first source of
annotations and feedback, the event is used to engage the niche com-
munity. The organization of events constitutes of three aspects: tim-
ing, location and program. With respect to timing, enough time is
needed to implement the marketing strategy and advertise the event
in the niche community. To make the event as attractive as possible,
the event should preferably take place at a location relevant to the
domain of interest. This could be at the institutions of the collection
owner, or at another place relevant to the domain. The program of the
event includes an introduction and demonstration of the tool. After
this, contributors use the tool to annotate the collection objects. The
event is concluded with a discussion, resulting in feedback which can
be used during the evaluation stage. Optionally, the program can be
extended with additional activities, functioning as an incentive for ex-
perts to participate.
challenges: It can be challenging to strike the right balance between
time for annotating, discussion and extra activities. Enough time has
to be available for annotating collection objects, in order to collect siz-
able amounts of annotations and to make sure that contributors have
enough time to work with the tool to be able to provide feedback.
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3. Run tasks online
input: accurator annotation tool, user feedback elicitation, marketing
material, schedule output: annotations, user feedback
action: Following an annotation event, the campaign is continued on-
line. Running the nichesourcing tasks online regards advertising the
annotation tool and providing support to contributors. The interest
sparked up by the event serves as initial input for advertising the tool.
Updating contributors on the results of the annotation event helps to
incentivize people to return at a later point in time and continuously
add annotations to the collection. To sustain this attention and reach
new contributors, the tool is advertised as outlined in the marketing
campaign. Finding additional experts could be automated using tech-
niques such as proposed by Kulkarni et al. [51] and Oosterman and
Houben [58]. In order for contributors to not get discouraged when
they run into problems, adequate support has to be available.
challenges: To sustain the interest of contributors, a cultural heritage
institution will have to invest in the support and marketing of the
annotation tool. When a group of contributors is actively involved in
the nichesourcing campaign, the effort of marketing and providing
support can be shifted towards the community [7].

4.3.4 Evaluation stage

At the end of the nichesourcing campaign, the impact and quality of
the annotations are assessed. As shown in Figure 12, feedback gath-
ered during the campaign is used to improve subsequent campaigns.

1. Assess quality of annotations
input: annotations output: quality assessment
action: The quality of annotations is assessed during this step. Quality
verification procedures can be manual processes or automated pro-
cesses. Both can be used within a nichesourcing campaign, although
their suitability should be assessed up front. An example of a man-
ual process is reviewing (parts of) the annotations, by contributors or
professionals. An example of an automated procedure is majority vot-
ing, in which the annotation is used that most contributors added to
an object. An institution decides based on the assessment, to reject or
improve annotations [35]. Institutions should consider publishing the
annotations along with their quality assessment since further analysis
of measured disagreement can lead to new insights in crowdsourced
data [44].
challenges: A relatively naive method such as majority voting might
be less appropriate for nichesourcing since a small number of ex-
perts might be knowledgeable enough to provide a correct annota-
tion. An annotation which might, in turn, contradict annotations of
other contributors. Other automated approaches would, therefore, be
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more suitable, for example considering trust in a contributor based
on earlier annotations [10].

2. Measure impact of annotations
input: users of annotations, annotations output: annotation statistics
action: During this step, the verified annotations are deployed to inves-
tigate whether the goal is reached. If the goal is to improve accessibil-
ity and the user of the annotations is the institution, this, for example,
entails exporting the data from the tool and incorporating the results
into the collection data. At that point, a comparison of search perfor-
mance of the collection with and without the annotations can provide
an indication of impact [33]. If the goal cannot be reached, this evalu-
ation serves as input for improving the next nichesourcing campaign,
by for example adapting the set of objects or the properties to anno-
tate.
challenges: Quantifying the impact of annotations can be difficult and
depends on the formulated goal. Thereafter, it can be challenging to
translate this evaluation towards adaptions of the next nichesourcing
campaign.

3. Analyze user feedback
input: user feedback output: usage report
action: Feedback is gathered during events as well as online. User
feedback follows from sources such as questionnaires, discussions,
support requests and interaction logs. Analyzing these sources can
help to improve subsequent nichesourcing campaigns. Common feed-
back topics regard task complexity and appropriateness of the tool. If
tasks are deemed too complex, changes can be made to the selection
of objects, chosen properties to annotate and the niche community
which is addressed. When tasks are too easy, other crowdsourcing
approaches could be considered. Feedback regarding the tool can be
addressed by improving the code or choosing a different platform to
deploy tasks.
challenges: Operationalizing the gathered feedback, by improving new
campaigns, can be a challenge. It is, however, important to acknowl-
edge feedback and improve the process. A contributor providing feed-
back took the time to work with the tool and provide feedback. If this
feedback is taken seriously, a contributor might feel more inclined
to contribute to a new campaign. Addressing problems with tooling
requires technical skills which might not be available within an insti-
tution. The shortcomings of a tool could, therefore, be communicated
to the contributors providing feedback, or programmers could be con-
tacted to improve the tool. The Accurator annotation tool, which we
discuss in the next section is open source, allowing anyone to improve
the code as desired.
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4.4 accurator annotation tool

To support the nichesourcing methodology, we present a tool called
Accurator3. Accurator is a web-based annotation tool which can be in-
stantiated for specific nichesourcing campaigns, to allow contributors
to annotate images of cultural heritage objects that are automatically
assigned to them. This section describes the tool and more specifi-
cally its adaptability to a specific campaign and chosen domain, as
well as usability design considerations. We conclude this section by
discussing how the collected data can be used by other systems and
how the annotations directly impact the search functionality of the
tool.

The implementation of the tool is based on Semantic Web tech-
nology [68]. The Accurator annotation tool is available as a package
for the Cliopatria Semantic Web infrastructure [85]. The back-end is
written in the Prolog programming language, which facilitates direct
access to the data layer [83]. The front-end uses jQuery4 and Twitter
Bootstrap5 so contributors experience an interactive and responsive
tool. The source code of the package is published online, along with
an in-depth guide to how new instances can be deployed6.

4.4.1 Adaptability to the domain

Accurator can be customized to fit a domain, by using config files con-
taining domain definitions. The definitions define links to 1) a specifica-
tion of the annotation fields relevant to the domain, 2) elements of the
interface tailored to the domain and 3) information that enables task
assignment. Here we discuss annotation fields and interface adaption,
task assignment follows in a separate subsection.

Annotation tasks are adaptable to the domain, a requester can spec-
ify field definitions for each of the annotation fields. These specifica-
tions include the field name, a short instruction and the type of field.
Different types include radio buttons, check boxes and text fields. Text
fields can use the auto-completion functionality, where a contributor
starts to type and a drop-down menu renders alternatives related to
this input, as shown in Figure 13. The contributor can either choose to
annotate the object using one of these alternatives or use the entered
text. The alternatives originate either from a list of values added to the
field definition or from a subset of a structured vocabulary. Accura-
tor includes Prolog predicates to identify such subsets of vocabularies,
for example, based on a branch within a taxonomy.

3 http://annotate.accurator.nl/about.html
4 http://jquery.com
5 http://getbootstrap.com
6 http://github.com/rasvaan/accurator

http://annotate.accurator.nl/about.html
http://jquery.com
http://getbootstrap.com
http://github.com/rasvaan/accurator
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Figure 13: Annotation interface of the Accurator tool, showing the fields that
can be used to annotate objects in the fashion images domain.

Annotation fields can be defined as being about the object as a
whole, or be defined as being about a specific part of the object. In the
first case, annotation fields are presented to a contributor alongside
the image. An example of this is the style period of fashion objects.
In the second case, users can draw a bounding box in the image to
identify the specific part of the object that the annotation concerns,
as shown in Figure 13. This allows users to annotate multiple spe-
cific elements of an object, for example, two birds of different species
depicted on a print.

The default visual elements and text of the tool can be adapted as
well, the default tagline used on the intro page of the tool “Help us
add information to artworks” can, for example, be changed to one
tailored to the fashion domain (e.g. “Help us describe fashion”). At
the same time, it is possible to add images, which brand the tool
with visuals related to the domain. Screenshots of tools adapted to a
domain can be found in Appendix A.1, A.2 and A.3.

4.4.2 Task assignment

Task assignment concerns the matching of contributors with tasks. Ac-
curator provides three modes of task assignment: ranked, sub-domain
based and recommendation. Ranked is the default mode, which first
filters out the objects already annotated by the user and sorts the re-
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Figure 14: The annotatoin fields that can be used to annotate objects in the
bible prints domain.

maining objects based on the total number of users that annotated
them. A list of objects randomly picked from the least annotated ob-
jects is presented to the contributor. This is the default setting since it
ensures a rapid increase in annotated objects.

In the sub-domain based mode, contributors can choose in which
sub-domain they would like to annotate. To this end, a hierarchy of
general and more specific domains is created, by adding references
to sub-domain definitions in the configuration file of a domain defi-
nition. The fashion images domain described in Section 4.5.3 can, for
example, be split into more specific domains such as costumes and
jewelry, as shown in Figure 37 of Appendix A.3. The availability of
sub-domains triggers a finer grained mode of task assignment, as the
objects presented to contributors are filtered based on the domain
they belong to. The objects from the domain chosen by the contribu-
tor are then ranked according to the ranked method described above.

The third mode of task assignment is recommendation. Recom-
mending suitable tasks to contributors might make the annotation
process more accurate and efficient. With the Accurator tool, we ex-
perimented with recommendation based on the elicitation of exper-
tise levels of contributors. To do this, a list of expertise topics is cre-
ated, the expertise levels from contributors are elicited and the ob-
tained levels are used as input for a recommender algorithm. The list
of topics is based on a structured vocabulary, referenced in the config-
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uration file. In case of the birds on art domain, an example of topics
can be a branch of the biological taxonomy. Contributors are asked
to assess their expertise regarding each selected topic. The highest
ranking topics are used as input for an explorative search algorithm,
which uses the graph structure to find objects that are related to the
expertise of the contributor [84]. In Section 4.6, we evaluate the three
different task assignment approaches and consider the feedback of
contributors.

4.4.3 Usability

Usability is important for crowdsourcing tools, and we argue that this
is especially true for tools that are used for nichesourcing since nich-
esourcing relies on the intrinsic motivation of contributors. Wasting
their goodwill because the tool is hard to use might make a requester
miss out on valuable input. While the tool uses many Semantic Web
techniques, as outlined by Sarasua et al. [66], we should not expect
our contributors to be Semantic Web experts. The interface, therefore,
hides technical aspects such as the persistent identifiers from contrib-
utors and uses textual labels of concepts and properties whenever
available.

Part of the usability is presenting a tool in the language of the
contributor. The primary language of the annotation tool is English,
but many of the contributors prefer a different language. The tool
supports translating textual elements of the interface, in a similar
fashion as adapting texts to the domain. We translated the interface
to Dutch, thereby customizing the usage for contributors from the
Netherlands (Appendix A.2, Figure 35). The auto-completion alterna-
tives are based on the labels of concepts of structured vocabularies.
Oftentimes these labels are available in multiple languages. The tool
is designed to render alternatives in the language of choice if avail-
able, otherwise falling back on English labels.

The Accurator annotation tool is designed to work with all regu-
lar browsers, even older versions. Therefore most contributors will
be able to use the tool on their own system. The registration proce-
dure is simple and requires minimal information to be entered by
potential contributors. Questions requesting additional information
about contributors used for scientific purposes are spread out over
multiple blocks, each appearing after a contributor added a specified
number of annotations. Additionally, system administrators are ad-
vised to use simple domain names for the online tool, so contributors
can easily remember how to access the instance. We evaluated how
contributors perceive the usability of the tool using a questionnaire,
the results are discussed in Section 4.6.
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Figure 15: A graph representation of the print “Eagle owl in magnolia” an-
notated with the species of the depicted bird.

4.4.4 Direct impact annotations

Annotations added by contributors can be directly used by other sys-
tems and have a direct impact on the semantic search functionality
of the Accurator tool. Annotation data is stored in the triple store
of the annotation tool, which is separated from the collection man-
agement system or catalog of the institution. Using this architecture,
systems that cope well with crowdsourced data can have direct access
to new information, while systems relying on verified data can use
exports of the information of which the quality is assessed. Storing
the data using the Resource Description Framework (RDF)7 and stan-
dardized data models improves the reusability of data. We continue
by discussing the data model used within the tool, followed by a dis-
cussion of the impact of annotations on search and the ways of how
the collected data can be made available.

A graph representation of information describing a print of the
Rijksmuseum and an annotation acquired through Accurator is de-
picted in Figure 15. Constructs from the Europeana Data Model, dis-
cussed in Chapter 2, are used to model the metadata describing the
object. An aggregation connects the metadata of the object with a dig-
ital representation of the object, in this case, an image. The identifier
of the object is connected to metadata such as the title of the object
and its subject matter. For this print, the subject matter is an Iconclass
concept, representing owls.

7 http://www.w3.org/RDF/

http://www.w3.org/RDF/
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Contributors extend the existing information by adding annota-
tions. New annotations are modeled according to the Web Annotation
Data model8, shown as the white ovals in the figure. One annotation
has as a target the object, as well as an area of the digital representa-
tion of the object. Coordinates formalizing this area correspond to the
bounding box drawn by the contributor. The body of the annotation
corresponds to the value selected by the contributor, in this case, a
concept from the IOC bird list, with the scientific name Bubo bubo.

Using concepts instead of plain text to store annotations has a num-
ber of advantages. Concepts can have multiple labels, in different lan-
guages. The bird on the print of Figure 15 can, for example, be iden-
tified by its scientific name Bubo bubo as well as its common name in
English, Eurasian eagle-owl. When a contributor enters one of these
values, they refer to the same species concept. The common name
in Dutch can now be used to retrieve the annotated object. This is a
significant advantage over annotation using plain text since the an-
notations do not have to be translated every time a new language is
supported. The hierarchy encountered in some vocabularies has addi-
tional benefits, for annotation and subsequent object retrieval. More
general concepts can be used during annotation at the moment a con-
tributor cannot pinpoint a specific concept. During retrieval, the tree
structure can be leveraged in the other direction, if someone searches
for a general concept, more specific concepts lower in the hierarchy
can be included in the results as well.

Contributors can explore the collection loaded using the seman-
tic search functionality of the Accurator tool. The search is based on
a graph search algorithm, which matches keyword queries with la-
bels in the triple store. The graph structure is used to find connected
objects and clusters similar objects together [84]. Users can use this
search functionality to explore the collection and find objects to anno-
tate. Search thus functions alongside task assignment as an additional
way of accessing tasks. The search algorithm is adapted to interpret
added annotations as subject matter metadata, which allows users to
directly inspect the result of their efforts. Observing that annotations
improve the accessibility of the collection can be an added incentive
to keep contributing. In Chapter 5, we analyze the impact of annota-
tions from different vocabularies on explorative search.

The Accurator annotation tool provides multiple options to export
data: annotations can be queried and exported to spreadsheets or
RDF files. A public endpoint is available for queries and this can, for
example, be used by systems that integrate multiple cultural heritage
collections, such as the one discussed in Chapter 6. Additionally, the
annotations are stored using a version management repository which
can be easily published online, thereby making the results available
to others.

8 http://www.w3.org/TR/annotation-model/

http://www.w3.org/TR/annotation-model/
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Table 4: Overview of the characteristics of the three case studies.

Domain birds on art bible prints fashion images

Goal of
campaign

improve access

to collection

support comparative

research

improve access

to collection,

investigate use of

vocabularies

Objects to
annotate

2,160 artworks

(Rijksmuseum),

406 prints

(Naturalis)

246 bible prints

(University Library Vrije

Universiteit Amsterdam)

5,480 fashion

objects

(Rijksmuseum)

Properties to
annotate &
vocabularies

33,799 taxons

(IOC bird list),

2 genders,

3 stages of life,

iconography

462 characters

(Bible ontology),

5,954 themes

(Iconclass),

34 emotions

(Emotion list)

717 types

(Fashion thesaurus),

235 materials

(Fashion thesaurus),

117 techniques

(Fashion thesaurus),

20 colors

(Fashion thesaurus),

style period

Niche
community

14 bird-watchers 7 bible experts 18 fashion experts

Tool annotate.accurator.nl bijbel.accurator.nl annotate.accurator.nl

Event
birdwatching event

4-10-2015

Rijksmuseum

bible event

4-4-2016

University Library

stitch by stitch event

23-4-2016

Rijksmuseum

Quality
assessment

comparison to

gold standard

review by

professional

sample review

by professionals

4.5 validation of nichesourcing methodology

We validate the Accurator nichesourcing methodology using three
real-world case studies in the form of nichesourcing campaigns. These
show that the methodology is applicable in the highly different do-
mains of birds on art, bible prints and fashion images. Table 4 pro-
vides a schematic overview of the cases, including links to online in-
stances of the tool. In the following subsections, we describe each case
in detail and discuss how the Accurator methodology and tool were
implemented, listing the individual stages and steps of the method-
ology. In Section 4.6, we provide an evaluation of the quality and
quantity of the resulting annotations.

http://annotate.accurator.nl
http://bijbel.accurator.nl
http://annotate.accurator.nl
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Figure 16: Print by Kono Bairei, titled “Bird and red vine”.

4.5.1 Case study I: Birds on art

The first case study regards birds depicted on objects of the Rijks-
museum Amsterdam9. Subject matter is diverse and sometimes out-
side the area of expertise of the museum’s catalogers, who mostly
have an art-historical background. At times this results in overly gen-
eral descriptions, such as the description of the Japanese print of Fig-
ure 16: “blue-headed bird, near red vine”. In 2015, the museum con-
ducted a nichesourcing campaign, to identify birds on art. Below we
show how the four stages of the Accurator methodology are applied
in this case study.

orientation stage In collaboration with the museum, we in-
volved experts in the process of accurately describing subject matter
in order to improve access to the collection for online visitors (deter-
mine goal). The first type of subject matter that the museum tried to
address regarded birds. The query functionality of the museum’s col-
lection management system was used to define a set of artworks de-
picting birds (identify objects). In this case, existing descriptions served
as a sufficient basis to identify 2,160 objects. The main goal of the cam-
paign was to accurately identify the depicted species and add this to
the objects’ metadata (determine properties and select vocabularies). The
IOC World Bird List, a comprehensive taxonomy of birds, was iden-
tified as candidate vocabulary. Other properties regarded the gender
and age of the identified bird. The museum was interested whether
the contributors could identify iconographic information related to
the depicted birds as well.

Many bird-watchers go out into nature every week to seek birds.
The museum identified them as the group of enthusiast that it was

9 http://www.rijksmuseum.nl/en

http://www.rijksmuseum.nl/en
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looking for (identify niche community). To be able to address potential
contributors within the niche community, the Naturalis Biodiversity
Center10 was contacted. This natural history museum has access to
many communities, including bird-watchers. Naturalis provided an
additional set of 406 prints with realistic depictions of birds, which
were already annotated by the head of the vertebrate collection and
could serve as gold standard for evaluation purposes.

implementation stage The Accurator annotation tool was de-
ployed on a server and an export of metadata of the set of objects was
loaded11, along with a conversion of the bird list12 (deploy tool). The
tagline and images were changed to suit the bird domain. Screenshots
of the adapted tool can be found in Appendix A.1. Short instructions
for the annotation fields were written and the bird list was related
to the scientific name and common name fields (deploy tasks). A ques-
tionnaire inquiring about the experts’ experience annotating artworks
was created, to be handed out after the annotation session (setup user
feedback elicitation).

The campaign was marketed as “Birdwatching in the Rijksmuseum”
and the event was scheduled to coincide with World Animal Day,
making it easier to market (formulate marketing strategy). A page was
created on the museum’s website13, advertising the event and annota-
tion tool. The biodiversity center spread the invitation to appropriate
channels and the event was picked up by national broadcasters.

execution stage Two pilot events preceded the event, to test
the stability of the system and to make employees of the biodiver-
sity center and museum familiar with the system (run pilot). The two
successful pilot events resulted in small incremental updates of the
system, after which the organization of the main event could start.
The birdwatching event was the first event organized as part of a
nichesourcing campaign and set to take place in the historical library
of the Rijksmuseum (organize events). To give experts an incentive to
join the event, it was accompanied by various presentations related to
the subject. After these talks, two and a half hours were spent anno-
tating objects. The annotation session was closed by a curator of the
museum after which people could join a bird-oriented guided tour
through the museum.

Fourteen bird-watchers annotated objects during the event. Many
of them brought their own books of reference (in this case bird guides)
and they often formed small groups, among which tasks were dis-
cussed. For many, this was a slow paced-process, annotations were
thoroughly contemplated and values for all requested data were given

10 http://www.naturalis.nl/en/
11 http://www.rijksmuseum.nl/en/api/rijksmuseum-oai-api-instructions-for-use
12 http://github.com/rasvaan/ioc
13 Website advertising the event: http://www.rijksmuseum.nl/vogelen

http://www.naturalis.nl/en/
http://www.rijksmuseum.nl/en/api/rijksmuseum-oai-api-instructions-for-use
http://github.com/rasvaan/ioc
http://www.rijksmuseum.nl/vogelen
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Figure 17: Print from Keur bible, depicting multiple biblical themes.

when possible. A flyer explained how experts could use the system at
home (run tasks online). Unfortunately, as part of the lessons learned,
we realized it was a missed opportunity to not have advertised the
online system, by sending a follow-up email to report on the results
of the event and invite people to continue annotating.

evaluation stage We used the gold standard of the Naturalis-
provided prints to assess annotation quality (assess quality). It was
not possible to feed back the results of the campaign into the collec-
tion management system of the museum, since adaptions had to be
made to allow representing scientific species (measure impact). Com-
ments on the functionality of the annotation system were collected
during the event and using the questionnaire. The annotations and
questionnaires were analyzed (analyze user feedback) and in Section 4.6
we discuss the results in more detail.

4.5.2 Case study II: Bible prints

The second case study concerns 18th-century picture bibles. In col-
laboration with historians and the university library of the Vrije Uni-
versiteit Amsterdam14, a nichesourcing campaign was conducted to
enable a comparison of bibles, belonging to the Dutch Protestant her-
itage collection of the library. Below we describe the four stages of
the nichesourcing campaign conducted in 2016.

orientation stage A peculiar thing about picture bibles is that
a buyer could commission which prints should accompany the reli-
gious texts [70]. The prints depict bible scenes and were created by

14 http://www.ub.vu.nl

http://www.ub.vu.nl
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renowned artists. Figure 17 shows a digitized bible print from the
collection. Analyzing which prints are included can shed light on
aspects such as the popularity of artists as well as bible themes (deter-
mine goal). For the historians to be able to compare bibles, the pages
and the prints among them had to be annotated. The historians se-
lected two bibles that would be interesting to compare: one printed
in 1728 by de Hondt and one printed in 1729 by the brothers Keur
(identify objects). On request, pages of the two bibles were scanned by
a company, resulting in a total of 1,003 images.

The priority of the researchers and the university library was to
gather data about the subject matter of prints (determine properties and
select vocabularies). Two suitable structured vocabularies were identi-
fied for providing auto-completion alternatives: the bible ontology15

is a source of biblical characters and the Iconclass vocabulary16 in-
cludes descriptions of many biblical themes. The historians were also
interested in exploring changes in emotional expressivity depicted
on the prints. To allow annotation of emotions, a new vocabulary
was created, based on a list of emotions of 18th-century theater texts,
composed by the historians17.

For annotating the subject matter of bible prints, an expert has to be
knowledgeable about bible scripture (identify niche community). The
collaboration with the university library led to a fitting niche com-
munity. The library regularly organizes seminars for “friends of the
university library”, which often revolved around biblical topics. Since
these friends of the library were willing to attend events, the library
anticipated that they might also be willing to join annotation events.

implementation stage The Accurator annotation tool was in-
stalled on a university server and customized to accommodate the
bible domain. Available metadata was exported from the library cat-
alog18 and loaded in the annotation tool, together with the three can-
didate vocabularies (deploy tool). Screenshots of the interface of this
Accurator instance are shown in Appendix A.2. Tasks were defined
by adding the fields biblical person, theme and emotion. These fields
were related to parts of the candidate vocabularies and a description
of the request (deploy tasks). The questionnaire used for the bird do-
main was adapted, now inquiring about the experience of annotating
biblical themes, characters and emotions (setup user feedback elicitation).
The library contacted the bible experts and dedicated seminars to an-
notation events (formulate marketing strategy).

execution stage A pilot event was organized, during which
two talks given by historians provided introductions to crowdsourc-

15 http://bibleontology.com
16 http://www.iconclass.nl
17 https://github.com/LaraHack/emotion_ontology
18 https://github.com/VUAmsterdam-UniversityLibrary/ubvu_bibles

http://bibleontology.com
http://www.iconclass.nl
https://github.com/LaraHack/emotion_ontology
https://github.com/VUAmsterdam-UniversityLibrary/ubvu_bibles
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ing and emotions in picture bibles (run pilot). This did not leave
enough time for an extensive annotation session, although subse-
quent communications with the participants led to a number of obser-
vations. Annotating bible prints required elaborate instructions about
the depth and thoroughness of requested annotations. Furthermore,
we observed that bible experts are not necessarily experts in recogniz-
ing depicted 18th-century emotions. Additionally, many of the digi-
tized pages where either blank or contained only text, making it non-
sensical to ask experts to annotate subject matter.

The subset selection and information to gather was adapted based
on the pilot event. The task of annotating emotions was removed,
to be accomplished at a later time by some other niche community.
The digitized pages were classified with whether the page depicts a
biblical scene. This was another annotation task but did not require
expert knowledge and hence this task was accomplished using a regu-
lar crowdsourcing campaign. 246 pages depicted biblical themes and
were included for the remainder of the nichesourcing campaign. In
addition, a detailed step-by-step instruction manual was created to
instruct people on how to use the annotation tool.

For the main annotation event, the introduction was shortened,
leaving more room for annotating prints (organize events). A computer
room of the university library was used to host the event, with the
addition of a hands-on experience with the two original historical
picture bibles. Eight friends of the university library attended the an-
notation event and spent two and a half hours annotating bible prints.
After the annotation event, participants were informed about the re-
sults of the annotation event and invited to further contribute using
the online annotation tool (run tasks online).

evaluation stage The annotations resulting from the events and
from participants continuing at home were reviewed by library staff
(assess quality). Verified annotations were exported from the annota-
tion system, published and used by the library (measure impact). The
library imported the annotations in its catalog, which now allows
browsing based on biblical characters and themes19. Input for subse-
quent events was obtained during the event and from the question-
naires (analyze user feedback).

4.5.3 Case study III: Fashion images

The third case study regards fashion images. In spring 2016, the Rijks-
museum organized an exhibition called Catwalk, during which fash-
ion objects such as dresses and costumes were displayed20. The mu-

19 This link, for example, lists all prints with a depiction of Moses: http://imagebase.
ubvu.vu.nl/cdm/search/collection/bis/searchterm/mozes/

20 http://www.rijksmuseum.nl/en/catwalk

http://imagebase.ubvu.vu.nl/cdm/search/collection/bis/searchterm/mozes/
http://imagebase.ubvu.vu.nl/cdm/search/collection/bis/searchterm/mozes/
http://www.rijksmuseum.nl/en/catwalk
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Figure 18: Dress with train, anonymous.

seum chose this well-advertised exhibition as the context for a nich-
esourcing campaign.

orientation stage The goal of the campaign was to better de-
scribe fashion objects, thereby improving online access (determine goal).
Besides the museum, another user took interest in the annotations. A
second goal was to support a researcher who develops a fashion the-
saurus and wanted to investigate which terms contributors use to
describe fashion objects. The types of objects in the fashion domain
are more diverse than the prints and paintings from the previous two
case studies. The museum owns a wide range of historical fashion
objects, ranging from the dress depicted in Figure 18, to jewelry and
prints from fashion magazines. Since the domain included such di-
verse types of objects, multiple subsets were identified as relevant
to the fashion domain, amounting to a total of 5,480 objects (identify
objects).

While the objects are diverse, an information specialist of the mu-
seum determined that the information that can be gathered about
the objects can be categorized under general topics (determine proper-
ties and select vocabularies). These topics included technique, material,
style period and color. A survey of structured vocabularies resulted
in multiple possible candidates per topic, including the Art and Ar-
chitecture Thesaurus (AAT) of the Getty21. For the campaign, it was
however decided to use the fashion thesaurus created by Europeana22,
which is based on the AAT, but focusses more specifically on the fash-
ion domain.

21 http://www.getty.edu/research/tools/vocabularies/aat/
22 http://skos.europeana.eu/api/collections/europeana:fashion.html

http://www.getty.edu/research/tools/vocabularies/aat/
http://skos.europeana.eu/api/collections/europeana:fashion.html
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The diversity of the fashion domain makes it harder to pinpoint
one niche community that is knowledgeable about all facets of the
domain (identify niche community). The community of fashion enthusi-
ast (fashionistas) is interested in fashion in a broader sense, but they
might not know much about historical objects. There are many ex-
perts working with fashion on a professional level, but describing a
shoe is something completely different from describing a lace detail.
Therefore, to cover as much of the diverse fashion domain as possible,
the museum had to turn to a more heterogeneous group of people
than the previous two case studies.

implementation stage The collection data and structured vo-
cabularies were loaded in the Accurator tool the Rijksmuseum al-
ready used for the birdwatching event (deploy tool). For the fashion
domain, six sub-domains were added: jewelry, accessories, fashion
prints, paintings, costumes and lace. Contributors could choose one
of these subdomains or the general fashion domain (which includes
all objects of the sub-domains), to start adding annotations to. These
and other interface features are shown in Appendix A.3. Similar tasks
were deployed for each of these sub-domains, relating parts of the
Europeana fashion thesaurus to requests for information regarding
technique, material, style period and color (deploy tasks).

A questionnaire focussed on the fashion domain was created to
elicit feedback (setup user feedback elicitation). The event was marketed
using the name “Stitch by Stitch”23 and the organization ModeMuze24

was willing to help address niche communities (formulate marketing
strategy). ModeMuze is a Dutch aggregator of digitized fashion col-
lections. This community was addressed and invited to participate in
the event. Additionally, the Catwalk exhibition concluded with a con-
ference for fashion professionals from the cultural heritage sector. An
invitation was sent to these professionals as well. The event was orga-
nized following the conference, allowing professionals that attended
the conference to join the annotation event.

execution stage Two fashion professionals participated in a small
pilot, which did not bring major problems to light (run pilot). The
main annotation event took place in the library of the museum (or-
ganize events). Since many of the contributors attended a conference
in the days preceding the event, introductory talks were limited to
an introduction of the annotation tool, leaving plenty of time to an-
notate objects. The broad invitation to different niche communities
led to a diverse group of 18 contributors, including tailors, fashion
curators and fashionistas. All of these contributors were asked to join

23 Website advertising the event: http://www.rijksmuseum.nl/stitch-by-stitch
24 http://www.modemuze.nl

http://www.rijksmuseum.nl/stitch-by-stitch
http://www.modemuze.nl
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Table 5: Results of the three case studies.
Domain birds on art bible prints fashion images

Number of annotations event 835 244 1,357

Number of annotations online 307 2,138 48

Total number of annotations 1,142 2,382 1,405

Quality assessment comparison to

gold standard

review by

professional

sample review

by professionals

Percentage considered correct 83% 96% 84%

in a discussion at the end of the event, discussing the campaign. The
annotation tool stayed online following the event (run tasks online).

evaluation stage To assess the annotation quality, three fashion
professionals evaluated a sample of the collected annotations (assess
quality). The free text annotations were compared with the structured
vocabulary, seeing whether strong differences occurred, serving as
input for the researcher interested in developing a fashion thesaurus
for the cultural heritage domain (measure impact). Furthermore, from
the discussion following the event and the questionnaires filled in
during the event, we received rich feedback on the annotation tool
and what information about fashion can be collected (analyze user
feedback). The results of the analysis of the questionnaires and the
annotations are given in the next section.

4.6 results

In this section, we discuss the results of the three nichesourcing cam-
paigns and provide links to the annotation datasets. The quantity and
quality of annotations provided by contributors are analyzed in Sec-
tion 4.6.1. Section 4.6.2 comprises the outcomes of a user evaluation
of the Accurator annotation tool, which supported the campaigns.

4.6.1 Analysis of the annotations

For each case study, we analyze the annotations provided in terms of
two dimensions: the number of provided annotations and the quality
of the annotations. For the quantitative analysis, we split the num-
bers by annotation field. This provides an indication of whether a
field was suitable for a domain. Furthermore, each of these fields is
split according to the type of input provided, differentiating between
text input and the input of concepts from vocabularies. This shows
whether a vocabulary covered the values adequately. The last differen-
tiating factor is the moment the annotation was entered. This is either
during an event or during a subsequent possibility to add annotations
online. This allows comparing the effectiveness of the campaigns of
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Figure 19: The number of annotations provided by contributors during the
birds on art nichesourcing campaign, split by field, type of input
and context of data entry.

the three case studies. Regarding the qualitative analysis, for the bird
case study, a gold standard was available, allowing validation of the
species annotations. The bible annotations and a subset of the fashion
annotations were reviewed by professionals, providing an indication
of their validity. An overview of the results is given in Table 5.

The birds on art nichesourcing campaign resulted in a total of
1,142 annotations25, of which 835 annotations were entered during
the event and 307 online. The contributors entered on average 59.6
annotations during the event. 65% of the annotations concern species
and 85% of these 721 species annotations are concepts from the IOC
bird list. During the annotation event, slightly more common names
(266) than scientific names (225) were entered. The opposite can be
observed of the annotations entered online, here there are 198 com-
mon names and 32 scientific names entered. The iconography field
is rarely used: During the event, nothing was entered in this field,
while online the field was used 36 times. The annotations provided
during the event mainly concerned the Naturalis collection, contain-
ing prints which were not an artistic interpretation of a bird, hence
the low count of iconography. A total of 231 stages of life annotations
were added and 154 gender annotations. Concepts were used for the
vast majority of these annotations.

The Naturalis prints allowed for evaluating the quality of the pro-
vided annotations since the depicted species were already annotated
by the head of the vertebrate collection. We compare the annotations
entered by contributors to this gold standard and distinguish two
types of matching. The first type is a direct match of the species con-
cept provided by the professional and the annotation of the contrib-
utor. The second type of matching concerns concepts provided by

25 Repository containing the bird annotations: http://github.com/Rijksmuseum/
accurator_annotations

http://github.com/Rijksmuseum/accurator_annotations
http://github.com/Rijksmuseum/accurator_annotations
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Figure 20: The number of annotations provided by contributors during the
bible prints nichesourcing campaign, split by field, type of input
and context of data entry.

the contributors that are one step higher up in the species taxonomy,
thereby matching on a more generic level with the depicted species.
Out of the 427 species annotations added to a print with gold stan-
dard, 344 of the annotations (80%) exactly match with the annotation
of the professional and 11 annotations (3%) match on a more general
level. This high number of correct annotations by a niche community
is in-line with results observed in online groups determining species
of sea slugs [11].

2,382 annotations were obtained during the bible prints campaign26.
An overview of the obtained annotations is given in Figure 20. The
event resulted in 244 annotations, a contributor added 34.9 annota-
tions on average. In contrast to the other two domains, which have
a low number of annotations added online, 90% of the bible anno-
tations were obtained online. In total, 1,236 biblical characters were
annotated, slightly more than the 1,146 themes. Vocabulary concepts
were more often used than text annotations: 56% of the annotations.
However, the use of concepts from structured vocabularies is lower
than for example the species annotations within the bird domain. In
July 2016, personnel of the university library reviewed all annotations
available at that moment: 1,455 annotations in total. 96% of the anno-
tations were accepted: 630 theme and 764 bible character annotations.
These verified annotations have been added to the libraries’ catalog.

A total of 1405 annotations were added during the fashion images
campaign27, as shown in Figure 21. Just 48 annotations were a re-
sult of the online campaign, 97% of all annotations were a result of
the event. During this event, contributors added 75 annotations on

26 Annotation repository: https://github.com/VUAmsterdam-UniversityLibrary/
ubvu_bible_annotations

27 Repository containing the fashion annotations: https://github.com/Rijksmuseum/
accurator_annotations

https://github.com/VUAmsterdam-UniversityLibrary/ubvu_bible_annotations
https://github.com/VUAmsterdam-UniversityLibrary/ubvu_bible_annotations
https://github.com/Rijksmuseum/accurator_annotations
https://github.com/Rijksmuseum/accurator_annotations
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Figure 21: The number of annotations provided by contributors during the
fashion images nichesourcing campaign, split by field, type of
input and context of data entry.

average. 602 annotations concerned types of objects, 288 materials,
179 techniques and 326 colors. Style periods were rarely added, just
10 times. In contrast to the other two domains, the use of concepts
is low: 34% of the total annotations originate out of the Europeana
Fashion Thesaurus, the rest are textual annotations.

A sample of 40 annotations was evaluated by 3 fashion profession-
als. One professional works at the Rijksmuseum, one works for the
fashion aggregator Modemuze and the last for a fashion museum in
Antwerpen. Ten annotations were randomly picked from respectively
the type, material, technique and color annotations. For each annota-
tion, the professionals were asked whether it was correct, incorrect,
or whether they were unable to assess it. We used majority voting
to reach an assessment for 37 of the annotations, for 3 annotations
the evaluations were inconclusive. Out of the sample, 89% of type
annotations, 78% of the material annotation, 78% of the technique an-
notations and 90% of the color annotations were judged to be correct.
From the in total 37 annotations upon which agreement was reached,
84% were considered correct.

4.6.2 Evaluation Accurator annotation tool

In order to evaluate the effectiveness of the Accurator annotation
tool, at the end of each of the annotation events, questionnaires were
handed out. 14 birdwatchers, 9 bible experts and 18 fashion experts
filled in the questionnaire. In this section, we list the outcomes, fo-
cussing on the discussion around task assignment and the usability
of the Accurator annotation tool.

During the three campaigns, different settings for task assignment
were used, which are described in Section 4.4.2. The bible prints do-
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Figure 22: Overview of the answers provided that regard the usability of the
Accurator annotation tool.

main used the ranked setting, the fashion images domain the sub-
domain based setting and the birds on art domain used recommenda-
tion. Since the latter two are more advanced ways of assigning tasks
to contributors, questions of how these settings were experienced by
the contributors were included. The sub-domain based setting of the
fashion images domain is deemed useful by 89% of the respondents.
Contributors comment that using the sub-domains it is easier to ac-
cess objects they know something about. Some would like the option
to refine a sub-domain by adding filters, thereby, for example, indicat-
ing the type of accessories recommended. Additionally, dividing the
domains based on style period would be appreciated. 79% of the bird
watchers find recommendation based on expertise useful. They com-
ment that it makes the process more efficient, although a different
elicitation of expertise is proposed by many contributors. Expertise
topics concerned different families of the biological taxonomy, while
many contributors think it would be more useful to ask how much
someone knows about a certain region where the birds reside.

The questionnaire included 11 statements regarding the usability
of the annotation tool. Participants were asked to indicate their agree-
ment on a five-level Likert scale, ranging from “strongly disagree” to
“strongly agree”. Figure 22 shows an overview of the answers of the
contributors of the three case studies combined, which sums up to
a total of 41 questionnaires. The evaluation of the general usability
of the tool is good, 77% of the contributors agree that Accurator is
easy to use. 63% disagrees with that it is frustrating to use the tool.
An even higher number of contributors (79%) liked using Accurator,
no one disagreed on this point. Over half of the respondents enjoyed



4.7 discussion and future work 81

working with the tool in a group, although an additional one-third of
the responses regards this point as neutral.

The questionnaires also included more focused questions, regard-
ing the ability to add information to objects, searching for objects and
the design of the tool. 85% of the respondents find it easy to add
information to objects, two-thirds of the respondents like adding in-
formation to objects using the tool. Navigating to tasks is deemed
more complicated, over half of the respondents disagreed or replied
neutrally on the question whether it was easy to find an object to add
information to. Over half of the contributors (56%) did enjoy search-
ing for objects. Navigating the tool is found to be more complicated,
36% agreed that it is hard to navigate Accurator. Over two-thirds of
the contributors like the design of Accurator and find the tool simple
and clear.

4.7 discussion and future work

Nichesourcing is a method for outsourcing tasks that require a signifi-
cant level of expertise in a specific domain. The Accurator nichesourc-
ing methodology presented in this chapter is geared towards execut-
ing challenging annotation tasks in the cultural heritage domain in a
sustainable and repeatable fashion. The annotation events are central
to the methodology and the enthusiasm with which people shared
their knowledge showed the potential of this method. The Accurator
annotation tool supports the methodology and a user evaluation in-
dicates that the design and usability of the tool are appreciated, as
well as working together with other members of the community. The
three case studies show that the nichesourcing methodology in com-
bination with the annotation tool can be used to collect high-quality
annotations in a variety of domains.

While all three case studies required experts to be knowledgeable
about the domain on hand, annotating fashion images proved to be
the most challenging. Determining materials and techniques from sin-
gle images is difficult and the formulated requests for annotations
proved to be more ambiguous as well. Furthermore, the use of terms
from structured vocabularies differs significantly per case study. The
number of concepts used is an indicator of how suitable a vocabu-
lary is to describe a property of a collection object. The difference in
collected annotations between the event and the online tool under-
lines the importance of a strong marketing strategy. After the bible
annotation event, multiple emails were sent inviting people to keep
contributing, which clearly shows in the results.

The methodology outlined in this chapter is also applicable out-
side the cultural heritage domain. At the moment annotation tasks
require expert-knowledge and niche communities with that knowl-
edge can be identified, the nichesourcing methodology can be used.
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Tasks can range from identifying species on camera trap images col-
lected by biologists, to recognizing musical instruments in audio record-
ing, to identifying different types of cinematography in videos. The
Accurator annotation tool is just one example of the tools that can be
used to collect annotations, in this case focused on images. The tool
deployed in the methodology can be replaced by other tools when
needed, which could, for example, be suited to annotate sound or
video clips.

In future campaigns, we plan to optimize settings that impact the
results, such as the number of selected objects, the formulation of in-
formation requests and the influence of the marketing schedule. We
plan to translate the social aspect of the annotation events into the
functionality of the tool and investigate whether this will retain more
contributors. To accomplish goals more efficiently, we will investigate
embedding nichesourcing in hybrid crowdsourcing workflows, split-
ting a campaign into subtasks that are solved using different methods
within the human computation spectrum. This would have the bene-
fit that for simple tasks, that can be solved by anyone in the crowd,
we can resort to methods other than nichesourcing, thereby not wast-
ing the goodwill of our expert volunteers. Other possibilities are au-
tomating parts of the campaign, such as utilizing computer vision to
recognize objects on images. Finding a hybrid approach that strikes
the right balance of quality and quantity of annotations will improve
the usefulness of cultural heritage data published online.
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U S I N G L I N K E D D ATA T O D I V E R S I F Y S E A R C H
R E S U LT S : A C A S E S T U D Y I N C U LT U R A L H E R I TA G E

Large cultural heritage collections have become available online, of
which the contents are unknown to the average user. Explorative
search helps users to explore these collections and reach more di-
verse results related to their search query. In this chapter, we consider
whether, and to what extent, additional semantics in the form of Li-
nked Data can help to diversify search results. We use the Linked
Data of the Rijksmuseum, extended with a number of relevant struc-
tured vocabularies. We apply an existing graph search algorithm to
this data, using entries from the museum query log as the test set.
Next, we analyze why some structured vocabularies have a signif-
icant effect, while others influence the results only marginally. The
study shows that in this domain, search result diversity can be in-
creased by linking collection data to structured vocabularies. This il-
lustrates the value of enrichment strategies such as the nichesourcing
methodology described in Chapter 4.

This chapter was published as “Using Linked Data to Diversify
Search Results: a Case Study in Cultural Heritage” in the proceed-
ings of the International Conference on Knowledge Engineering and
Knowledge Management (Dijkshoorn et al. [19]) and was co-authored
by Lora Aroyo, Guus Schreiber, Jan Wielemaker and Lizzy Jongma.

5.1 introduction

An increasing number of large cultural heritage collections has been
made accessible online1. Due to the sheer size of these collections, it
can be challenging for users to explore them. One of the promises of
Linked Data is that it can be used to improve search, by leveraging
contextual information from structured vocabularies and related col-
lections. In Chapter 4, we discussed how nichesourcing can be used
to enrich metadata of objects with concepts from structured vocabu-
laries. In this chapter, we report on an explorative search case study,
in which we investigate how such enrichments influence the diversity
of search results.

As data for this study, we used Linked Data of the Rijksmuseum
Amsterdam (Chapter 2), enriched with a number of external vocab-

1 For example:
http://www.metmuseum.org/collections
http://www.britishmuseum.org/collection
http://www.louvre.fr/moteur-de-recherche-oeuvres

http://www.metmuseum.org/collections
http://www.britishmuseum.org/collection
http://www.louvre.fr/moteur-de-recherche-oeuvres
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ularies that have been published as Linked Data, such as the Art &
Architecture Thesaurus, WordNet and Iconclass. We employ an exist-
ing graph search algorithm to find search results [84]. This algorithm
finds paths in the graph from the search query to target objects. The
algorithm also clusters the results by grouping results with similar
paths together. In this study, we use the number of resulting clusters
and the path length as indicators of diversity. As sample queries, we
collected the terms in the museum’s query log for the duration of
one month. We see this study as a step towards showing how Linked
Data could be used to explore vast collections.

This chapter is structured as follows. In the next section, we discuss
related work. Section 5.3 describes the collection data and structured
vocabularies used in the study. In Section 5.4 we discuss the experi-
mental setup, including the test set and the graph search algorithm.
Results are discussed in Section 5.5. In Section 5.6 we reflect on the
results and consider future directions.

5.2 related work

A lot of work has been done on integrating cultural heritage collec-
tions and linking them to external sources. Hyvönen et al. [43] cre-
ated a portal to integrated collections of Finnish museums, using Se-
mantic Web techniques. Europeana is an initiative which supports
the integration of European cultural heritage collections [47]. de Boer
et al. [90] describe a methodology for publishing collections as Li-
nked Data while preserving the rich semantics. A similar methodol-
ogy is applied by Szekely et al. [72]. By integrating collections and
linking them to structured vocabularies the number of available data
increases, giving rise to the need for structured means to access the
information [37].

Researchers at Europeana clustered artworks at different granular-
ities, to create an overall picture and provide users with related ob-
jects [80]. The clustering approach is useful for identifying duplicate
records, although at lower granularities users had difficulties explain-
ing why artworks were clustered together. Regularities in the Linked
Data cloud can also be used to cluster, with the benefit of being able to
explain how objects are related. Hollink, Schreiber, and Wielinga [40]
use predefined patterns to improve image search and similar paths
are successfully used in a content based-recommender system [81].

There is a growing interest in the diversification of search results
in the field of information retrieval. Providing more diverse results
can address the ambiguity introduced by keyword queries. Agrawal
et al. [1] assign topics to the user intent and documents and opti-
mize the chance that the user is satisfied by the results. An increasing
number of information retrieval systems use Linked Data to support
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Figure 23: A graph representation of the Rijksmuseum object “Two birds”, linked
to four structured vocabularies.

users. Mismuseos2 lets you search in integrated Spanish art collec-
tions and refine results using filters and facets. Constitute includes
RDF representations of over 700 constitutions and lets users search
and compare them3. Seevl uses Semantic Web techniques to provide
search and discovery services over musical entities [59]. The BBC is
developing a system to open up their radio archives, automatically
annotating audio fragments and using crowdsourcing mechanisms
to enrich the data [63].

5.3 data

In this section, we describe the collection data of the Rijksmuseum
and the links to structured vocabularies that we used within this
study. The Rijksmuseum collection contains over a million objects.
As discussed in Chapter 2, the museum is in the process of digitiz-
ing its collection, providing access to metadata descriptions of objects
using an API. The Rijksmuseum API can output data modeled accord-
ing to the Europeana Data Model, a model which is more thoroughly
discussed in Chapter 3. In 2014, we used this API to obtain 550,000

object descriptions.
Figure 23 shows an example of metadata of an object represented

in EDM. Four pieces of metadata are shown: the title is represented
as a literal, the subject is an Iconclass concept, the format points to
a concept from the Art & Architect Thesaurus and the creator of the

2 http://www.mismuseos.net/
3 http://www.constituteproject.org/

http://www.mismuseos.net/
http://www.constituteproject.org/
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Figure 24: Overview of Rijksmuseum collection data and links to structured
vocabularies.

work is represented with a resource from an in-house vocabulary of
persons. The Iconclass concept is aligned with a bird concept of the
IOC vocabulary. The creator resource is aligned with a correspond-
ing resource in the Union List of Artist Names. The teacher_of link
between the two person resources is one example of the type of extra
information accessible through alignments. An overview of how the
Rijksmuseum collection data is connected to structured vocabularies
is given in Figure 24. Below we introduce each of these structured
vocabularies more thoroughly.

The Iconclass vocabulary4 is used to annotate subjects, themes and
motifs in Western art. Iconclass is available as Linked Data since 2012,
containing almost 40,000 concepts. Iconclass concepts are defined us-
ing a code grammar. For example, the top-level concept “Nature” has
code 2; the concept “song birds” has code 25F32. The concept hierar-
chy is modeled using skos:broader and skos:narrower predicates. In this
study, we use some 300,000 links from collection objects to Iconclass
categories, created by employees of the Rijksmuseum.

The Getty research institute compiles, maintains and distributes
vocabularies that focus on visual arts and architecture, in particular:
1) the Union List of Artist Names (ULAN), 2) the Art & Architec-
ture Thesaurus (AAT), and 3) the Thesaurus of Geographic Names
(TGN). For this study, we decided to link the Rijksmuseum collection
to AAT and ULAN. AAT has 77,470 concepts describing techniques,
materials and styles which artworks can have in common. In this
experiment, we use the links created by the museum to the Linked
Data version of AAT5. ULAN includes biographic information about
113,768 artists and is, in addition, a valuable source of relations be-
tween persons, such as “collaborated with” and “teacher of”. We use

4 http://www.iconclass.org/
5 http://www.getty.edu/research/tools/vocabularies/lod/

http://www.iconclass.org/
http://www.getty.edu/research/tools/vocabularies/lod/
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the XML version of ULAN converted to RDF and create links with
the collection based on string matching.

WordNet is a source of lexical information about the English lan-
guage. It provides short descriptions of words, groups words with
the same meaning into synsets and defines the semantic relations be-
tween those sets. We use the WordNet 2.0 version published by W3C 6,
comprising over 79,000 nouns, 13,000 verbs and 3,000 adverbs. We
reuse the 2,293 alignments made between AAT and WordNet by Tor-
dai et al. [73].

The International Ornithologists Union maintains a comprehensive
list of bird names. We convert the XML version of this IOC World
Bird7 to RDF, adding labels from the multilingual version8. This re-
sults in a taxonomy of 34,197 concepts describing the orders, families,
genera, species and subspecies of birds and the corresponding struc-
ture. We manually align the bird concepts of Iconclass to matching
concepts in the IOC vocabulary.

5.4 methods

5.4.1 Experimental setup

Firstly, we investigate how many query terms match textual descrip-
tions in the dataset. For this purpose, we collect query terms on the
Rijksmuseum website for one month (see Section 5.4.2 below). The
terms are then matched with the literal index of the triple store con-
taining the collection data and the five structured vocabularies. As the
frequency of use of the query terms might be a factor that influences
the number of matches, we split the list of query terms into three sub-
lists, containing respectively the high, medium and low-frequency
query terms. The query terms are split in such a way that the three
sums of the number of times that the queries in a sublist are used are
equal for each split.

Secondly, we explore to what extent the external semantics improve
semantic search results. To this end, we use an existing semantic
search algorithm (see Section 5.4.3 below for details) to perform a
search on all query terms. We do this five times, each time with a
different dataset configuration:

1. only collection data
2. AAT and WordNet added
3. Iconclass and IOC added
4. ULAN added
5. all vocabularies added

6 http://www.w3.org/TR/wordnet-rdf/
7 http://www.worldbirdnames.org/ioc-lists/
8 http://github.com/rasvaan/ioc

http://www.w3.org/TR/wordnet-rdf/
http://www.worldbirdnames.org/ioc-lists/
http://github.com/rasvaan/ioc
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The reason for combining AAT with WordNet and Iconclass with IOC
stems from the dependencies between these vocabularies, as shown
in Figure 24.

The graph search algorithm delivers the results in clusters of se-
mantically similar results. Per obtained cluster, we analyze the path
length in the graph as well as the number of clusters. This gives us
per query information about the average path length, average number
of clusters and average number of results. The results of this analy-
sis are again split into three parts according to the query frequencies
(high, medium, low). The code developed for these experiments, as
well as the resulting data, are available online9.

5.4.2 Query logs

We use the query logs of January 2014 of the Rijksmuseum. From
these logs, we extract all distinct query terms used, plus their fre-
quency. This provides us with 48,733 unique query terms. We filter
out 4,074 terms because they are either object identifiers10 or are in
some other way erroneous. The resulting set of 44,659 query terms
is used in the experiments. The split into frequency groups of query
terms results in 2,393 terms in the high split (high frequency), 16,963

query terms in the medium split (medium frequency), and 25,303

terms in the low split (low frequency).
It should be noted that these queries are made against the collection

data without the structured vocabularies. This causes a bias because
the collection data contains mainly Dutch terms and therefore users
who have used the search interface before are likely to refrain from
using English search terms, knowing that these are of limited value.

5.4.3 Graph search

For the experiments, we use the graph search algorithm as described
in [84]. This algorithm matches the query term with literals in the
triple store, using stemming. When the match exceeds a given thresh-
old it is added to a list. The literals in this list are used as a starting
point to traverse the graph-structured data. This traversal continues
registering the times a specified target class is found, all the while
recording the steps it makes. The starting literal and successive prop-
erties and resources used as steps form the path in the graph which
serves as the basis for clustering. For clustering, the properties in the
path are abstracted to their root properties when possible. In addi-
tion, resources are abstracted to their class, unless they are a concept.

9 http://github.com/rasvaan/cluster_search_experimental_data
10 Some problems with the existing query interface can be circumvented by entering

directly an object identifier of an object, e.g. SK-A-4979. For the purposes of this
study, we leave out the query terms resulting from this practice.

http://github.com/rasvaan/cluster_search_experimental_data
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Figure 25: Bar chart showing the percentage of query terms that match with
literals in the vocabularies.

This allows merging clusters based on similar semantics. The graph
search algorithm is used within the Accurator annotation tool as well,
as discussed in Section 4.4.4.

5.5 results

We have collected data of four types:

• The number of query terms in the test set that match text in the
dataset.

• The number of search results for each of the query terms in the
dataset with and without the linked vocabularies.

• The number of clusters of search results for each of the query
terms in the dataset with and without the linked vocabularies.

• The distribution of path lengths of search results for each of
the query terms in the dataset with and without subsets of the
linked vocabularies.
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Figure 26: Overall number of search of results per query term. The boxes
marked as “rma” represent the baseline (collection data only);
the boxes marked with “all” represent the search results with all
vocabularies loaded.

matches between query terms and dataset In Figure 25

can be seen that 94% of the query terms in the high frequency split
match literals in the collection data. ULAN and AAT match over 50%
and continue to match many query terms in the lower splits. Word-
Net, Iconclass and IOC have fewer matches, with the IOC percentage
on all splits below 12%. There is a decrease between the query fre-
quency splits, were in the low split all the matches in external vocab-
ularies are less than 23%.

To illustrate, the query term “rembrandt” matches in AAT, ULAN,
and the collection data. Where in the collection and ULAN labels
of “Rembrandt van Rijn” are matched, AAT matches “Rembrandt
frames”. The query term “watercolor” has no match in the collec-
tion data, but does match in AAT, ULAN, and WordNet. In AAT it
matches materials and a technique, in ULAN descriptions of painters
and in WordNet the type of paint in addition to the watercolor paint-
ing as an object. The numbers above give an indication of the po-
tential in the data to be used for search. It depends on actual links
between resources in the dataset on whether these can actually be
used during search.
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Figure 27: Box plot of the number of clusters per query. The boxes marked
as “rma” represent the baseline (collection data only); the boxes
marked with “all” represent the search results with all vocabular-
ies loaded.

search results per query Figure 26 shows the overall increase
of search results when the structured vocabularies are loaded. The in-
crease is marked but moderate. The increase is highest in the third
quartile of the high split; the quartile raises from 214.0 to 268.8. The
mean increases from 81.5 to 104.5 search results. To give an exam-
ple, when the external vocabularies are loaded, the query term “rem-
brandt” has 674 instead of 636 results. Instead of no results, “water-
color” increases to 9 results. It should be pointed out that the number
of clusters (not shown here, see below) influences the maximum num-
ber of results, as the algorithm imposes a maximum of 100 search
results per cluster.

clusters per query Figure 27 shows how the number of clus-
ters of search results increases when the structured vocabularies are
loaded. The median increases with one for the medium and high
splits. There is also a marked increase in the range: some queries
apparently lead to a large number of clusters. Thus, the external vo-
cabularies not only lead to more results but also more diversified
results.
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Figure 28: Path lengths of search results, shown as percentage of all search
results. The first bar shows the baseline (only collection data);
bars 2 to 4 depict the three (groups of) vocabularies separately;
bar 5 shows the situation when all external vocabularies are
loaded.

The number of clusters for the query term “rembrandt” increases
from 12 to 15, adding, for example, a cluster of paintings of “Pieter
Lastman” who was a teacher of Rembrandt and paintings of “Sa-
lomon Koninck” who was, according to ULAN, an ardent follower
of Rembrandt. One cluster is found for “watercolor”, containing wa-
tercolor paintings by “Pieter Withoos”, based on the descriptive note
“He specialized in watercolors of insects and flowers.”. An example of
a query term leading to a large number of clusters is “rubens”: 8 clus-
ters are created with the collection data loaded, 15 with the external
vocabularies loaded, adding, among others, clusters about students
and assistants of Peter Paul Rubens.

path length per query Finally, we look at the path length of
search results. A longer path length suggests a diversification of re-
sults. For path length, we have looked at the contribution that the
different vocabularies give to the path length. This can provide us
with an indication which vocabularies are most useful.

Figure 28 shows, how the path length of the search results changes
when particular vocabularies are loaded. The first bar shows the base-
line, where the path length is either 1 or 2. We see that adding AAT
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plus WordNet or Iconclass plus IOC has hardly any effect on the path
length. The Union List of Artist Names (ULAN) has a significant ef-
fect on the path length. ULAN leads to 22% of the paths being longer
than 2, up to paths of length 15.

ULAN is actually responsible for almost the complete path length
diversity (see last bar). We can see an example of this phenomenon
when we look again at the keyword query “rubens”. The following
path generated a cluster with artworks of a student of Peter Paul
Rubens:

Rubens, Peter Paul ! teacher of ! Dyck, Anthony van
Dyck, Anthony van ! creator ! <several artworks>

Why does only ULAN contribute significantly to the diversity of
path lengths? If we look at Figure 24, we see that ULAN has the
highest number of links from collection data to distinct resources in
ULAN. Also, the structure of ULAN (with many crosslinks such as
“teacher” and “collaborator”) makes it suitable for search diversifica-
tion. In contrast, the links to AAT involve only a limited number of
AAT concepts and are possibly not of much interest to users (typically
things like “canvas”, “oil paint” and “print”).

Similar to ULAN, Iconclass has many links to collection data, in
addition to a dense hierarchy of concepts. The likely reason why this
does not lead to more search results is that Iconclass does not have
Dutch labels. The test set of query terms came from the current search
facility which works only with Dutch-language metadata. Assuming
this has led to a limited usage of other languages for search, Iconclass
concepts were of little use for this test set. So, this part of the results
is likely to be biased by the test set.

5.6 discussion

In this chapter, we investigate whether the structure of ontologies and
enrichments from structured vocabularies can improve explorative
search. A more diverse palette of search results, meets the needs of
users who are interested in reaching objects beyond the standard and
popular ones. Moreover, diversifying search results helps institutions
to promote specific, lesser-known, parts of their collection. This case
study suggests that the added semantics of structured vocabularies
can indeed improve explorative search.

This study does have a number of limitations. Firstly, our test set
is a set of query terms that came from logs of the existing search in-
terface of the institution involved. People, who use a search interface
multiple times, are likely to limit their search to terms that work well
with this interface. Therefore, the fact that the Iconclass vocabulary
did not contribute a lot to search result diversity, may be a result of
this bias. Secondly, there is not yet a set of standard semantic-search
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algorithms. It could well be the case that other algorithms lead to dif-
ferent results with the same data and test set. Also, clusters and path
length are indirect indicators of diversity. More studies are needed
to show how valuable these indicators are and how they compare to
diversity measures as introduced in [1]. Thirdly, the data set we used
is limited in nature. It would be good to perform studies like these
also in large, more heterogeneous datasets.

Nonetheless, this study shows the added-value of contextualization
with concepts from structured vocabularies for explorative search.
The results show that for this application domain we can achieve 1)
an increase in the number of results, and 2) indirectly through the
number of clusters and the path length, an increase in the semantic
variety of search results. However, not all structured vocabularies ap-
pear to be equally useful. Based on this study we hypothesize that
the usefulness of vocabularies for explorative search depends on the
following two factors:

1. The number of links between distinct vocabulary resources and
the metadata of target search objects

2. The richness of the internal links between vocabulary objects

It is, therefore, important that institutions consider the characteris-
tics of vocabularies, before using them within annotation initiatives,
such as the nichesourcing methodology of Chapter 4. Results clearly
show that vocabularies, such as ULAN and Iconclass, which provide
rich semantics for additional context (e.g. relation between people
and their roles) have a significant influence on the diversity of the re-
sults. In previous studies [81] and related work [40, 80], we also show
that these vocabularies are a valuable source of context and relevance
for users. To conclude, additional semantics provided by structured
vocabularies can help users to explore collections and reach more ob-
jects related to their search query.
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O N T H E F LY C O L L E C T I O N I N T E G R AT I O N
S U P P O RT E D B Y T H E C R O W D

Online cultural heritage collections often contain complementary ob-
jects, which makes integration of heterogeneous collections a worth-
while effort. In this chapter, we describe the DigiBird system that inte-
grates four distinct nature-related cultural heritage collections. These
collections either contain crowdsourced content or are enriched using
crowdsourcing. Among them is a subset of the Rijksmuseum collec-
tion, enriched with annotations obtained during the birds on art nich-
esourcing campaign of Chapter 4. The DigiBird system illustrates the
added value of these enrichments and the benefits of Linked Data for
collection integration.

This chapter was published as “DigiBird: On The Fly Collection
Integration Supported By The Crowd” in the proceedings of the Mu-
seums and the Web conference (Dijkshoorn et al. [20]) and was co-
authored by Cristina-Iulia Bucur, Maarten Brinkerink, Sander Pieterse
and Lora Aroyo.

6.1 introduction

Collection objects from different cultural heritage institutions, when
shown together, can strengthen the message conveyed individually.
Traditionally this has been achieved by curating exhibitions. But, the
increase of available cultural heritage data, sets a premise for collab-
orations that do not require physically moving the objects. Deciding
on the right objects to show requires the metadata of collection ob-
jects to be adequate and interoperable. As can be read in Chapter 3,
the interoperability of collection data can be improved by using on-
tologies.

Describing collections objects is, however, a time consuming and
costly process. Crowdsourcing is evolving to be a valuable approach
for cultural heritage institutions to collect metadata and engage their
audience. Since the seminal Steve.Museum project [12], ample ap-
proaches have been developed in the field of crowdsourcing in the
cultural heritage domain [55, 57]. The nichesourcing methodology of
Chapter 4 is one of such approaches, focussed at knowledge-intensive
annotation tasks. Although many crowdsourcing projects are consid-
ered successful, many initiatives still face the following four chal-
lenges:

1. Crowdsourcing initiatives are typically undertaken in isolation
of other institutions and collection annotation processes
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2. Crowdsourcing initiatives typically take a long time to collect
the necessary annotation data

3. Crowdsourcing initiatives demand continuous promotional ef-
fort to maintain a steady user participation level

4. It is challenging for institutions to provide a structured process
to incorporate the results of different crowdsourcing initiatives
into their existing collection infrastructure

In this chapter, we present the results of experimenting with the
DigiBird1 system, that reinforces crowdsourcing initiatives and inte-
grates four distinct nature-related collections by linking their crowd-
sourcing results. Two of these crowdsourcing platforms gather media:
1) Xeno-canto enables bird enthusiasts to collect and describe bird
sounds and 2) the Dutch Species Register allows nature enthusiasts
to upload images of animals encountered in the Netherlands.

The other two projects gather metadata for existing media collec-
tions: 1) Accurator, the nichesourcing methodology and annotation
tool used by the Rijksmuseum Amsterdam enables birdwatchers to
add bird annotations to artworks (Section 4.5.1) and 2) the Waisda?
video labeling game from the Netherlands Institute of Sound and
Vision allows people interested in a certain subject or domain (e.g.
nature) to annotate videos related to their subject or theme of interest.
The way we addressed the four crowdsourcing challenges in relation
to these various collections is outlined in the remained of this chapter.

This chapter is structured as follows. In the next section, we dis-
cuss the origin of DigiBird, introducing the institutions involved. In
Section 6.3 we outline how the DigiBird system addresses the four
challenges listed above. The technical infrastructure of the system is
described in detail in Section 6.4, focussing on data retrieval, integra-
tion and output. Section 6.5 includes examples of how the DigiBird
system is used, and we conclude with a discussion of the results in
Section 6.6.

6.2 origin of digibird

Crowdsourcing projects tend to be undertaken in isolation. This was
well illustrated during the panel discussion “Bridging the Natural Di-
vide: Crowd-curation of Cultural Expressions Inspired by Nature” held
at MCN2014 [9]. Four crowdsourcing projects from the Netherlands
were presented and each organization had developed its own sys-
tem. While the initiatives all took different approaches to involve
the crowd, they had one topic in common: nature. It became ap-
parent that despite the different approaches, the collections are com-
plementary and the profile of the user groups targeted for crowd-

1 http://www.digibird.org/
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Table 6: Type of media provided by systems in addition to the crowdsourc-
ing systems that are used to either gather collection objects or meta-
data describing existing objects.

Sounds Images Videos
Collection Rijksmuseum

Crowdsourced collection Xeno-canto Species Register Natuurbeelden

Crowdsourced metadata Accurator Waisda?

sourcing showed considerable overlap. This sparked the idea of a
collaboration that extended beyond one conference panel, in which
the participating institutions could explore how the different projects
could strengthen one another by integrating the results. Thus Digi-
Bird hatched.

There are two dimensions in which the crowdsourcing projects
show big differences: media modality and the type of contribution
by the crowd. Table 6 provides an overview of the collections and
systems, mapped to these two dimensions. Appendix A.5 contains
screenshots of the Species Register, Natuurbeelden, Waisda? and Xeno-
canto. DigiBird includes media of three different modalities: sounds,
images and videos. In the type of contributions, we distinguish how
crowdsourcing is used. Some collections exist of media objects con-
tributed by the crowd, making it a crowdsourced collection. Other
systems are used to extend the metadata of existing collections. In
the remainder of this section, we will discuss the individual collec-
tions and crowdsourcing methods in more depth.

The Dutch Species Register2 is a thesaurus of all multicellular
species observed in the Netherlands since 1758. The register is hosted
by Naturalis Biodiversity Center3 and as of January 2017, it includes
43,306 species, of which 9,644 have a corresponding image. These im-
ages are taken by amateur photographers, who upload them to the
online platform. Once the images are uploaded, the depicted species
and quality are validated by a group of experts coordinated by Nat-
uralis. The register includes many images of birds, thereby making
it a valuable addition to the DigiBird project. Through DigiBird, Nat-
uralis is able to link this crowdsourced collection to both their own
natural history collection and to similarly-themed cultural heritage
collections from other institutions, to enrich the user experience and
provide context.

Xeno-canto4 is a foundation that aims to popularize bird sounds
and recordings. An online community uploads and co-curates sounds,
contributing to the goal to collect the complete sound guide of the

2 http://www.nederlandsesoorten.nl
3 http://www.naturalis.nl
4 http://www.xeno-canto.org

http://www.nederlandsesoorten.nl
http://www.naturalis.nl
http://www.xeno-canto.org
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birds of the world. As of January 2017, a total of 9,691 species have
been recorded, covering over 90 percent of all described bird species
known to exist. The foundation welcomes all sorts of (re)use of their
bird sound collection and they are always looking for enthusiastic
people to further annotate the collection. The DigiBird system offers
opportunities on both fronts.

The foundation Natuurbeelden5 maintains a collection of nature
videos from the Netherlands, hence the Dutch name which translates
to “images from nature”. The videos are shot by professional film-
makers and contributed to the collection of the foundation in a raw
and uncut format. The collection of the foundation is preserved and
made available by the Netherlands Institute for Sound and Vision.
Sound and Vision is also involved in the development of Waisda?,
which is an online system that allows its users to annotate audio-
visual archive material in the form of a game with a purpose [33].
The goal of the game is to reach a consensus among players while
they tag elements in videos. Tags are scored higher if an entry is con-
firmed by another player, or the tag matches a term from a controlled
vocabulary. Loading the Natuurbeelden collection in Waisda? allows
collecting additional metadata for the videos. The collected metadata
and the DigiBird system helps Sound and Vision to explore the pos-
sibilities to take specific subject matter from their vast collection and
connect them to relevant niches and other collections from other in-
stitutions.

The collection of the Rijksmuseum6 includes over a million ob-
jects. As mentioned in Chapter 2, metadata and digital representa-
tions of objects are available as Linked Data. The museum realized
that not all subject matter could be adequately described by its staff,
since at times expert knowledge is required. Therefore, as described
in Chapter 4, the Accurator nichesourcing methodology and annota-
tion tool is used to gather enrichments. Accurator was developed in
a collaboration of cultural heritage institutions and universities, who
joined forces in the SEALINCMedia project7, part of the COMMIT/
program8. Involvement of niche groups with a certain area of exper-
tise is actively sought out by organizing nichesourcing campaigns
with events tailored to specific topics. “Birds on art” is one of these
topics and a birdwatching event was organized at the museum (Sec-
tion 4.5.1), making the nichesourced enrichments and Rijksmuseum
collection a great addition to the DigiBird system. We continue by
discussing how DigiBird addresses crowdsourcing challenges.

5 http://www.natuurbeelden.nl
6 http://www.rijksmuseum.nl
7 http://sealincmedia.wordpress.com
8 http://commit-nl.nl

http://www.natuurbeelden.nl
http://www.rijksmuseum.nl
http://sealincmedia.wordpress.com
http://commit-nl.nl
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6.3 how digibird addresses crowdsourcing challenges

In the introduction of this chapter, we listed four challenges for crowd-
sourcing initiatives. To address the first challenge, concerning the
isolation of the crowdsourcing initiatives, we created the DigiBird
pipeline that connects the above-mentioned Dutch nature crowdsourc-
ing projects, starting with birds as a proof-of-concept. DigiBird in-
gests, integrates and outputs data from several systems. A central
request to DigiBird is transformed into separate requests, which are
delegated to the underlying systems. Obtained results from the sys-
tems are combined and returned: the data is integrated by transform-
ing it into one representation, which can be outputted in different
formats. Harmonizing data from a multitude of systems that adhere
to different standards proved to be one of the most challenging tasks
to address.

The second challenge, regarding the long duration of crowdsourc-
ing data collection, was addressed by setting up centralized moni-
toring for the integrated systems. Since most crowdsourcing projects
rely on voluntary contributions, the time it takes to collect sufficient
data is unpredictable. Hence, insights into the progress of the crowd-
sourcing process are of great value. The DigiBird pipeline supports
sending queries that retrieve aggregated statistics, such as the num-
ber of contributors and contributions. This information is shown on
a DigiBird monitoring dashboard, tailored to each platform and up-
dated with real-time information.

To address the third challenge, relating to the necessary continuous
promotional effort of the crowdsourcing initiatives, we incorporated
mechanics that trigger participants with challenging crowdsourcing
tasks. We approached this by setting up crowdsourcing campaigns
revolving around specific domains, inviting people to contribute by
organizing events [49]. Promoting crowdsourcing initiatives is essen-
tial for keeping contributors involved. At a later stage, data collected
by the DigiBird pipeline can serve as input for continuously and au-
tomatically generating crowdsourcing tasks, that incentivize contrib-
utors to keep sharing their knowledge. The DigiBird hub now serves
as an overview of the systems, showing completed tasks.

In response to the final challenge with regard to the incorpora-
tion of crowdsourcing results into existing collections, we built the
DigiBird API (Application Program Interface) on top of the DigiBird
pipeline, which can be used by heritage institutions to embed the
results of the combined crowdsourcing efforts into their online col-
lections. The DigiBird API is already used by Naturalis Biodiversity
Center to embed results on one of their sites, the Dutch Species Regis-
ter. In the next section, we discuss the implementation of the DigiBird
pipeline.
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6.4 the digibird pipeline

It takes time to collect annotation data through crowdsourcing. Since
most crowdsourcing projects in the cultural heritage domain rely on
voluntary contributions, there is always a dependency on people will-
ing to invest their time and knowledge. Within DigiBird we set three
goals to reduce the time needed to obtain meaningful results from
crowdsourcing efforts and make the crowdsourcing process more in-
sightful and dynamic: harmonization of complementary collection ob-
jects, instantaneous availability of crowd contributions and the ability
to monitor multiple systems in one dashboard. To achieve these goals
we created a pipeline that ingests, integrates and outputs data. A de-
tailed overview of the architecture of the DigiBird pipeline9 is given
in Figure 29. In this section we discuss the design rationale of the
pipeline, emphasizing the positive and negative effects of the differ-
ent ways used by institutions to make data available.

6.4.1 Request interpretation and formulation using vocabularies

Concepts from structured vocabularies can be of great value in de-
termining what sort of request is made to the DigiBird pipeline and
thereafter allows for correctly forwarding this request to the underly-
ing system, through their respective APIs. This functionality is part
of the request interpretation module, which disambiguates requests
using the IOC World Bird List10. This structured vocabulary includes
almost 34,000 concepts, with corresponding scientific names and la-
bels in 23 different languages. A request can either be formulated as a
common species name (e.g. “Eurasian Magpie”) or a scientific name
(e.g. Pica pica). This input is matched with a concept in the vocabulary
with its corresponding identifier. Now, as the intent of the request is
known, new requests have to be formulated that can be delegated to
the underlying systems.

For every system, a different request has to be formulated, either
in the form of a list of parameters or in the form of a query. The
main source of knowledge regarding which parameters and queries
can be used is the documentation of endpoints. Writing adequate
documentation is a key aspect for institutions if they want developers
from outside their institution to be able to work with the exposed
data. In our experience, there is a lot of variation in the completeness
and ease of accessing documentation, making the retrieval of data
harder than it should be. Table 7 provides an overview of how four of
the systems provide access to their data, whereby differences have an
impact on request formulation, data retrieval and data integration.

9 http://github.com/rasvaan/digibird_api
10 http://www.worldbirdnames.org

http://github.com/rasvaan/digibird_api
http://www.worldbirdnames.org
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Table 7: Overview of how data is obtained from four of the systems regard-
ing the concept “Eurasian Magpie”. For each institution, the sup-
ported methods of data retrieval have to be considered. The integra-
tion row refers to mapping the creator of the object to the internal
data model.

Source
system

Natuurbeelden Xeno-canto Rijksmuseum Accurator

Type of
endpoint

API API SPARQL SPARQL

Retrieval
method

Text

search

Concept

search

Text

query

Concept

query

Query
content

Ekster Pica pica Ekster ioc:Pica_pica

Response
format

JSON JSON SPARQL SPARQL

Metadata
integration

- =

-

rec =

dc:creator

creator =

dc:creator

creator =

dc:creator

6.4.2 Data retrieval

An approach regularly used to obtain data for collection integration
and aggregation is to download dumps of underlying databases, con-
vert data into one format and load this in a new database [47, 53,
67]. This is a justifiable choice for stable datasets, since changes will
not be missed. Another advantage of this approach is that the avail-
ability of data does not depend on other systems. However, the data
used in the DigiBird project comes from dynamic systems, as a con-
tinuous stream of crowd contributions alters and extends the datasets.
Since one of our goals is to make crowd contributions instantaneously
available, we have to directly access underlying systems to be able to
incorporate updated content immediately.

Relevant for data retrieval are the differences in types of endpoints
and supported methods for matching objects to a request. A common
approach is to provide an Application Program Interface (API), which
specifies a set of actions that an application can undertake to inter-
act with data. The API providing access to the metadata of Stichting
Natuurbeelden does not include scientific names and is formulated
in Dutch. This means that we have to rely on text search of descrip-
tions in combination with the Dutch label of the concept, in this case,
“Ekster” for “Eurasian Magpie”.

Xeno-canto also uses an API11 to provide access to their data, but
supports parameters stating the genus and species. These two param-

11 http://www.xeno-canto.org/article/153

http://www.xeno-canto.org/article/153
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eters allow us to search for scientific names, that are present in the
metadata of collection objects. This allows for far more specific re-
trieval of objects related to the user query, as now we can for example
directly query for Pica pica.

The Rijksmuseum dataset and enrichments gathered with the Accu-
rator annotation tool are accessible through a public query endpoint
that supports SPARQL queries (Chapter 2 and 4). Although the query
endpoints and underlying data models are similar, there is still a dif-
ference in how queries can be formulated. The Rijksmuseum objects
are not linked to concepts from the IOC vocabulary. To retrieve rele-
vant objects from the collection we use a text query, that selects ob-
jects that include the common name in their description. This method
is prone to ambiguity issues, since some of the names of birds also re-
fer to other types of concepts in descriptions. For example, the Dutch
name for the “Great Bustard” is “grote trap”, which translates to “big
staircase”, thus when performing a query for such a bird, one might
retrieve objects related to staircases.

Using the Accurator annotation tool, the objects are linked to con-
cepts from the IOC vocabulary, allowing a completely different con-
cept query. This way, a user can search directly for objects anno-
tated with the concepts originating from the structured vocabulary.
In Accurator we can, for example, query for the concept with the
URI http://purl.org/vocab/ioc/species-pica_pica, which refers
to the “Eurasian Magpie”. These two different types of queries have
a big impact on performance, as querying for concepts is faster than
the text queries.

6.4.3 Data integration

To achieve the goal of integrating complementary results, we convert
the data retrieved from institutions into one internal data model. This
entails dealing with the different metadata formats: not all collections
use standardized data models and even the ones that do might use
different standards. An alternative choice would be to directly trans-
mit the obtained data without converting it, leaving the problem at
the side of the party requesting the data. This would be inconsistent
with our goal to create harmonized data and restrains us from out-
putting the results in different serializations. We, therefore, chose to
convert the obtained data to a standardized data model. For every
collection, we have to analyze which elements we are representing
and how we can model these elements correctly. We outline our ratio-
nale for using elements of the Europeana Data Model12 as our data
model.

The Rijksmuseum has metadata about objects that we want to in-
clude in our results. Basic metadata includes the title and creator of

12 http://pro.europeana.eu/edm-documentation

http://purl.org/vocab/ioc/species-pica_pica
http://pro.europeana.eu/edm-documentation
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a work, for example, the painting The Contemplative Magpie, created
by Melchior d’Hondecoeter, around the year 1678. These three pieces
of information can be modeled using the properties dcterms:title, dc-
terms:creator and dcterms:created from the Dublin Core Metadata Ini-
tiative13. This information would be sufficient if we would only be
interested in the real-world object. However, we also want to commu-
nicate information about an image of this artwork.

The image has different metadata, dcterms:creator corresponds to
the photographer who took the image and dcterms:created to the date
the image was taken. As discussed in Section 3.4.4.1, the Europeana
Data Model uses properties and classes based upon the Object Reuse
and Exchange data model14 to make a distinction between a real-
world object and its digital representation. An aggregation object con-
nects the metadata of the cultural heritage object using the property
edm:aggregatedCHO and its digital representation using the property
edm:hasView. The Rijksmuseum collection is the most conventional
online cultural heritage collection that we use in the DigiBird system
and modeling the other collections brings new modeling challenges.

Xeno-canto collects recordings of bird sounds, which leads us to
ask the conceptual question: is the primary entity the sound or is it the
recording of the sound? The sound itself is not persistent, it occurred
at a certain point in time and space, which we can describe as an
event. The creator of the sound is the bird and the recording is a rep-
resentation of possibly multiple bird sounds. Additionally, consider
as an example the analogy of a still life of a vase containing flowers.
Is this a representation of a flower created by the painter, making the
flower the cultural heritage object, or is the still life the cultural her-
itage object with the flower as subject? For the DigiBird system, we
consider the recording the primary entity. This makes the recordist
the creator and allows us to still capture metadata about the time and
place the sound was recorded, while the bird is the subject of the
recording. A particular view of the recording is the sound file hosted
by Xeno-canto.

The Dutch Species Register documents all species in the Nether-
lands and includes images of specimens. The register is structured
according to the biology taxonomy. A modeling choice would be to
consider a species to be the primary entity, making images of the
species views. This choice, however, leads to overgeneralization, since
the images are taken at a specific point in time and space, while they
show specimens of the species. If we would take the species as the
primary entity, its creator and creation date would be hard to pin-
point. For the DigiBird system, we instead chose the image to be our
primary entity and we can record the metadata of the image.

13 http://dublincore.org/
14 https://www.openarchives.org/ore/

http://dublincore.org/
https://www.openarchives.org/ore/
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6.4.4 Data output

The data outputted by the DigiBird pipeline can be divided into three
categories: objects, annotations and aggregate information. The dis-
cussed pipeline as described up to now concerned the retrieval and
integration of objects. Annotations are retrieved in a similar fashion
and extend object data. Similar to the data structure outlined in Sec-
tion 4.4.4, an annotation is structured according to the Web Annota-
tion Model15 and includes information regarding its creator and its
creation date. The annotations are sorted by creation date and can be
limited by providing a date range.

For the monitoring of progress of crowdsourcing systems, we are
interested in a different level of the data: aggregate information re-
garding the number of objects, contributions and contributors. The
pipeline to obtain this information is similar to obtaining objects. For
the systems with a public endpoint, it is possible to write a count
query obtaining the aforementioned information. For the systems of-
fering an API, separate requests have to be available for obtaining
this information. Some of the systems already supported requests for
aggregate information, but for others, these had to be created.

The outputted format of the data is determined by the type of re-
quest. Three options can be used for formatting the data, requesting
it as RDF, HTML or as a JSON reply. If someone browses to a Digi-
Bird URL and provides the name of a species16, objects related to
that species are returned. If a developer provides the same species
but adds in the accept header of the request that this should be in a
different format, the DigiBird system supports this. It is possible to
output the internal representation of data into different formats. In
the next section, we discuss examples of using the data.

6.5 using crowd contributions and integrated results

For cultural heritage institutions, it is often a hurdle to incorporate the
results of crowdsourcing projects into the institution’s existing digital
infrastructure. There are two main reasons for this. Firstly, crowd-
sourcing projects tend to be short-lived; they run for a limited time,
with limited resources, often in a research or “pilot” context. Secondly,
they are often hosted on specialized platforms that are not directly
connected to the core infrastructure of the institution. Examples of
specialized crowdsourcing platforms born and used in the heritage
sector include Many Hands [55], Zooniverse17, Steve.Museum, but
also the Accurator and Waisda? platforms used in DigiBird. After a
crowdsourcing project ends, the question often arises how to integrate

15 http://www.w3.org/TR/annotation-model
16 For example: http://www.digibird.org/species?genus=pica&species=pica
17 http://www.zooniverse.org

http://www.w3.org/TR/annotation-model
http://www.digibird.org/species?genus=pica&species=pica
http://www.zooniverse.org
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Figure 30: Screenshot of the search results page of DigiBird, showing re-
sults for the query “Eurasian Sparrowhawk” from different insti-
tutions.

or connect the results - tags, annotations, user-generated multimedia,
etc. - into the collection management systems and online collection
portals.

To overcome this challenge for the crowdsourcing platforms of Digi-
Bird, we chose to connect these platforms by building an API on top
of the DigiBird pipeline18. This API can be used by heritage insti-
tutions to embed the results of the combined crowdsourcing project
results directly into their online collections. This way, institutions can
connect the results of their own crowdsourcing projects to their on-
line collections in one platform (e.g. connect Waisda? results to Natu-
urbeelden or Accurator results to the Rijksmuseum collection). More-
over, institutions can embed relevant results from other crowdsourc-
ing projects in their own online collection portals as well, causing
real-time cross-pollination of projects otherwise undertaken in isola-
tion.

To showcase the functionality of the DigiBird pipeline we build
a demonstrator19 with an annotation wall and species search inter-
face20. Figure 30 shows a screenshot of the search interface where a
user can enter a bird species, which is auto-completed with resources

18 http://github.com/rasvaan/digibird_api
19 http://www.digibird.org
20 http://github.com/rasvaan/digibird_client

http://github.com/rasvaan/digibird_api
http://www.digibird.org
http://github.com/rasvaan/digibird_client
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Figure 31: Screenshot of the annotation wall of DigiBird, providing a real-
time overview of crowdsourcing results.

from the IOC World Bird List. Results obtained from the participating
institutions are shown side by side, providing the user an overview
of different types of media available from different sources regarding
their search query.

Results are shown the moment they are available, illustrating time
differences in retrieving information between the systems. For exam-
ple, the objects from the Rijksmuseum often take over a minute to be
displayed, due to the slow text query. Figure 31 depicts the annota-
tion wall, which shows a real-time overview of crowd contributions.
At the moment a contributor adds an annotation in Accurator21 or
tags a video in Waisda?22, this is immediately displayed on the anno-
tation wall. Additional screenshots of the DigiBird system are shown
in Appendix A.4.

As a practical example, the DigiBird API is used by Naturalis Bio-
diversity Center to embed crowdsourced bird sounds from the Xeno-
canto project on bird species information pages of their Dutch Species
Register. The benefits are two-directional: Xeno-canto and their con-
tributors have their user-generated content automatically show up in
a relevant external portal (causing more plays/hits and opportunities
for feedback) and the Dutch Species Register gets fed relevant exter-
nal content to enrich its species information pages. Building on this

21 http://annotate.accurator.nl
22 http://waisda.beeldengeluid.nl

http://annotate.accurator.nl
http://waisda.beeldengeluid.nl


108 on the fly collection integration

Figure 32: Screenshot of the European Goldfinch page of the Dutch Species
Register, with embedded sounds from Xeno-canto.

example, Naturalis Biodiversity Center could also embed prints from
the Rijksmuseum with crowdsourced bird identifications. By doing
so, a positive feedback loop is created.

6.6 discussion and future work

Cultural heritage institutions can benefit greatly from collaborations
with other institutions as well as with the public. Considering the
current tendency of institutions to publish collection data on the web,
online collaborations might seem an easy feat to accomplish. While
the DigiBird system manages to integrate four collections extended
with crowdsourced data, we had to overcome hurdles regarding data
retrieval, linking of objects and data completeness.

Data retrieval and integration are hampered by the diversity of
data publishing methods. Within this project, we use APIs as well
as public query endpoints. All of them provide access to cultural her-
itage data, although each one takes a different approach regarding
accepted requests and formulated responses. This lack of standard-
ization makes integrating collections from multiple sources a cum-
bersome task and underlines the importance of documentation. By
requesting data from APIs we had to adhere to the limits set by the
programmers implementing the API. Uncommon requests had to be
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tailor-made or were simply unavailable. The two query endpoints
provided a higher level of flexibility, since they allow the formulation
of custom requests. However, compared to the APIs, this comes at the
cost of overall performance with respect to responsiveness.

The creation of links between objects is required to provide inte-
grated access to objects from different collections. There are two main
approaches to achieve this: by creating direct links between objects or
by linking objects to a vocabulary shared by multiple collections. The
former approach requires the labor-intensive process of creating ex-
plicit links between objects every time a new collection is considered.
In DigiBird we take the latter approach and we base the integration
on a list of bird names, which serves as the “glue” between the collec-
tions. Although initiatives such as the Getty Vocabularies [4] improve
the availability of concepts to link to, not all topics will have such a
clear-cut choice of a suitable vocabulary available.

Crowdsourcing is evolving to be a valuable approach for cultural
heritage institutions to collect data. The DigiBird project is a hub for
four distinct crowdsourcing projects. Not undertaking these projects
in isolation, allows the sharing of resources and provides insights re-
garding the time needed to collect data. The DigiBird API directly
outputs obtained data from the different crowdsourcing projects. As
a result, institutions can decide to use data in an early stage of the
crowdsourcing process. While this makes it more difficult to ensure
a sufficient level of quality, it contributes to a sense of progress and
gratification of the crowd contributing to the projects. This DigiBird
API is currently used by the Dutch Species Register, embedding con-
tent from other sources on the website.

In the future, DigiBird can contribute to the challenge of addressing
the promotional effort required to successfully run a crowdsourcing
campaign. Based on available data, an assessment can be made of
the completeness of metadata. If the metadata of an object is deemed
incomplete, a tailored crowdsourcing task could be formulated. Shar-
ing these tasks through an API would allow institutions to embed
crowdsourcing tasks on their websites in a similar fashion as collec-
tion objects. Thereby moving beyond collaborations on the level of
collection items towards engaging audiences in an integrated crowd-
sourcing approach.





7

C O N C L U S I O N S

In this thesis, we presented a reusable method to contextualize and
enrich cultural heritage collections, to support explorative search and
collection integration. The reusable method consists of five steps, each
step generating input for subsequent steps. We applied the method to
the collection of the Rijksmuseum Amsterdam. We started by setting a
baseline: analyzing the available collection data. Data modeling chal-
lenges encountered during this analysis served as input for a compar-
ison of modeling approaches. To add more contextual information to
objects, we introduced a nichesourcing method and used it to collect
enrichments. We continued by investigating how enrichments from
different structured vocabularies influence the ability to explore on-
line cultural heritage collections. Additionally, we investigated how
continuous enrichment of collections can be used to integrate data
from multiple institutions. In this chapter, we revisit each of these
topics by answering the research questions posed in Chapter 1. Also,
we discuss the implications of our work and propose directions for
future work.

7.1 research questions revisited

We introduced four research questions in Chapter 1, regarding contex-
tualization, enrichment, exploration and integration. The origin of the
first research question is an analysis of the Linked Data published by
the Rijksmuseum. A conversion maps data from the collection man-
agement system to two standardized data models: the Dublin Core
metadata scheme and the Europeana Data Model. During this conver-
sion information is lost, due to the limited capability of the models to
capture contextual information. Following these findings, we inves-
tigated the impact of modeling approaches on capturing contextual
information, in the first research question:

1. How do different modeling approaches influence the contextu-
alization of cultural heritage collections published online?

When institutions consider publishing data structured using an ontol-
ogy, they need to assess whether the ontology can adequately capture
information about their objects. Based on the analysis of the Rijks-
museum Linked Data as well as related work, we identified six mod-
eling challenges. In Chapter 3, each of these challenges is illustrated
with modeling approaches encountered in two commonly used cul-
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tural heritage ontologies: the Europeana Data Model and the CIDOC
Conceptual Reference Model.

The modeling approaches taken by ontologies do influence what
information can be captured. From the modeling challenges and ap-
proaches, we derived six requirements for cultural heritage ontolo-
gies. These requirements regard specialization, object- and event-cen-
tric approaches, temporality, representations, views and subject mat-
ter. An ontology that addresses each requirement will become more
complex. By considering use cases, institutions should decide which
constructs of ontologies are needed, thereby striking the right balance
between expressivity and complexity.

One of the use cases to consider is the description of subject matter
of objects. The required knowledge to adequately describe subject
matter is sometimes out of the scope of the institutional expertise. The
second research question, therefore, regards how external experts can
be involved in the process of contributing contextual information:

2. What method for engaging niche communities to enrich cul-
tural heritage objects can result in high-quality annotations?

To investigate enrichment strategies, we introduced the Accurator
nichesourcing methodology in Chapter 4. Accurator involves niche
communities in the annotation process of cultural heritage objects.
We define niche communities as groups of intrinsically motivated
lay-experts, knowledgeable about highly specialized topics. The Ac-
curator methodology enables institutions to tap into this knowledge
pool. The methodology consists of four stages: an orientation, imple-
mentation, execution and evaluation stage. In total, we ran three case
studies to validate the methodology.

All of the case studies resulted in high-quality annotations. Re-
sponses to a questionnaire indicated that the contributors enjoyed
working together and found that the Accurator annotation tool sup-
ported them well in adding information to objects. Therefore, we con-
clude that Accurator is a methodology that addresses, supports and
motivates niche communities, allowing institutions to collect high-
quality annotations. We continued by investigating how such enrich-
ments influence the ability to explore collections in the third research
question:

3. How do enrichments from various structured vocabularies
influence the diversity of search results?

Explorative search can be used to reach relevant objects in a cul-
tural heritage collection, while the exact contents of the collection are
unknown to the user. In Chapter 5, we investigated whether enrich-
ments from structured vocabularies have an impact on the diversity of
search results generated by semantic search algorithms. From the logs
of the Rijksmuseum website, we obtained a set of search queries. We
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used a semantic search algorithm, which retrieves objects connected
with the search query through a path in the data. Next, the objects
are clustered based upon the paths used to retrieve them. Thereby,
the search algorithm leverages the connections between objects and
concepts in structured vocabularies. To answer the research question,
we set up an experiment in which we, turn by turn, loaded enrich-
ments from five different structured vocabularies, aligned with the
Rijksmuseum collection data. We used the length of paths and the
number of clusters as indicators of search result diversity.

Based on the increased path lengths and number of clusters, we
conclude that the enrichments result in an increased diversity of search
results. Also, the enrichments allowed the search algorithm to obtain
more search results. Taking these findings into account, we hypoth-
esized which characteristics of the datasets increase the diversity of
search results. First, the number of internal connections between con-
cepts of a vocabulary seems to influence the ability to form paths. Sec-
ond, the number of connections between objects and distinct concepts
from structured vocabularies seems to increase the diversity of search
results. The nichesourcing methodology described in Chapter 4 con-
tributes to the number of added concepts and therefore contributes
to the possibility for users to explore cultural heritage collections. In
the next research question we investigate the challenges related to
integrating multiple collections enriched using crowdsourcing:

4. How to address the issue of continuously evolving data in the
process of integrating cultural heritage datasets from various
institutions?

Different online cultural heritage collections often contain comple-
mentary objects, which makes integration a worthwhile effort. In
Chapter 6, we integrate four nature-related collections, containing ob-
jects of three different modalities: sounds, images and videos. All four
collections are enriched by crowdsourcing initiatives, either by allow-
ing contributors to add objects or by asking contributors to enrich the
data about objects. These initiatives generate a continuous stream of
added information, which in turn is beneficial for collection explo-
ration and integration. To leverage the added information, we had to
find a way to integrate constantly changing datasets.

To answer the research question, we build a system that integrates
collections and is able to cope with data that constantly changes. The
collections and crowdsourced annotations were stored in different
systems, each one of them taking a different approach regarding ac-
cepted requests and formulated responses. This lack of standardiza-
tion required us to tailor make retrieval and harmonization methods.
The two sources that use Semantic Web technologies made data re-
trieval straightforward, although the response time of some queries
negatively affected the user experience.
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We created a user interface, that provides an integrated view on art-
works, images, sounds and videos about a specified type of species.
Additionally, the progress of the crowdsourcing initiatives can be
monitored. The final DigiBird system brought together all the re-
sults presented in this thesis, integrating enriched Rijksmuseum Li-
nked Data with other sources and improving the search experience
for users.

7.2 discussion

In this section, we discuss the generalizability of our approach, in ad-
dition to five overarching themes. The first theme is the data-driven
nature of this research, which deviates from the often object focused
research in the cultural heritage domain. Data-driven research is en-
abled by the growing tendency of institutions to publish data online
about their collections. The second theme regards the publication of
cultural heritage data and how institutions can make the most of this
upcoming practice. Nichesourcing can be used to enrich collections,
but also serves as a way to engage with communities. The engage-
ment of institutions with the public is the third theme we discuss.
The availability of collections and structured vocabularies changes the
data landscape an institution operates in. The fourth theme regards
how institutions can cope with these new sources of contextual infor-
mation. The Accurator and DigiBird systems use collection data and
structured vocabularies. The last theme regards how systems origi-
nating from research initiatives can be turned into software part of
production environments. Before we discuss these themes, we first
consider the generalizability of the five-step approach.

generalizability

All studies presented in this thesis are conducted in the cultural her-
itage domain and most of them in the context of the collection of
the Rijksmuseum Amsterdam. This focus prohibits us from making
definitive claims about the applicability of our findings outside this
domain, although we expect that many steps of the method can be
utilized in cases from other domains as well. The applicability and
usefulness of steps will depend on the characteristics of the case in
question. Relevant characteristics concern the dataset, the context of
the dataset and the community. We will briefly discuss each of these
below.

At the foundation of the five-step method lies the availability of
a dataset with metadata about objects. The metadata can describe
real-world objects or born-digital objects, although digital representa-
tions of the objects should be available to be annotated. The datasets
are by no means limited to cultural heritage collections. Examples
of other usable datasets are a product catalog of an online shop or
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sound clips from a radio broadcaster. In this research, we dealt with
a single modality of representations: images. We expect that the Ac-
curator nichesourcing methodology can also be used for other media
modalities, even though the Accurator annotation tool will have to be
adapted. A broadcaster might need to, for example, extend the tool
with functionality to support annotating sound or video clips.

The availability of domain ontologies, structured vocabularies and
related collections influence the generalizability of the contextualiza-
tion of datasets. Domain ontologies have to be available to compare
different approaches to structure contextual information about the
objects. If no such standardized ontology is available, this will ham-
per the possibility to integrate the dataset with related data sources.
Furthermore, the degree in which structured vocabularies cover the
domain influences the accuracy of enrichments. As discussed in this
thesis, there is a number of high-quality vocabularies available in the
cultural heritage domain, which is not the case for every domain. For
the domains that lack appropriate vocabularies, more generic exter-
nal datasets could be used, such as WikiData [79]. Likewise, related
datasets have to be available before a dataset can be contextualized,
by integrating it with related sources.

An active community interested in the topic at hand should exist
for the five-step methodology to be effective. This is especially true
for the annotation step, which relies on the voluntary contribution of
niche groups. Not every case will have a community cut out for it,
although we recommend requesters to be inventive in the selection
of communities. A broadcaster looking to describe video clips might,
for example, involve locals knowledgeable about the situation. The
goal of the methodology is to improve access to online collections.
Improvements correlate with use cases of the data, that again hinge
on the availability of users.

data-driven research in the cultural heritage domain

The research reported upon in this thesis is data-driven, every anal-
ysis is based on real-world data. We started by analyzing the data
published by the Rijksmuseum, which accumulated the source of this
dataset over the past decades, by entering information about collec-
tion objects in the collection management system. New insights and
procedures changed how collection objects have been described over
the years, resulting in descriptions of varying quality (Chapter 2). By
analyzing the collection, we were able to identify information gaps
and actively address them with methods such as nichesourcing. In
Chapter 5, we investigated whether enrichments impact the diversity
of obtained search results. Again, this analysis is based on real-world
data, by using the query logs of the Rijksmuseum website.

Employees of cultural heritage institutions often work on the level
of single objects. Each of these object descriptions individually might
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seem correct, but analysis at the level of sub-collections might reveal
inconsistencies. The insights offered by statistics gained at a collection
and structured vocabulary level are useful for guiding improvements
of collection registration procedures. In addition, the uptake of stan-
dardized ways of publishing data allows for analyzing data at the
level of many datasets at once [65]. At the moment more cultural
heritage collections become available as Linked Data, analysis of mul-
tiple collections will provide new insights in collection registration
practices. Aligning these practices within the domain will ease collec-
tion integration efforts such as DigiBird.

publication of cultural heritage data

Disseminating high-quality information about objects is embedded in
the mission of cultural heritage institutions [78]. As shown in Chap-
ter 2, publishing data increases the visibility of collections. To bene-
fit from this, it should be clear who is the source of the data. This
is currently obfuscated by the use of third parties to host data and
provide persistent identifier services. Data is often published on plat-
forms outside the institutions’ own infrastructure, such as aggrega-
tors. The increased distance between the institution and its data low-
ers the sense of ownership and responsibility, while making it hard
to identify the source for users. One of the definitions for authority in
the Oxford Dictionary reads: “A book or other source able to supply
reliable information or evidence”. To reclaim authority, institutions
should host their own data and provide their own persistent identi-
fier services.

Linked Open Data can be used by anyone, for anything. To support
as many different applications as possible, an institution has to strike
the right balance between simplicity and expressivity of published
data. Usage of standardized data models can provide guidance, al-
though, as seen in Chapter 3, data models impact expressivity. An in-
stitution can choose to support multiple data models, but even better,
it could investigate how data is used and adapt based on the require-
ments of users. Alterations can be made by extending the source or
improving the conversion of the source. The Rijksmuseum engaged
with users by participating in research projects and aggregation ini-
tiatives, which helped shape the data (Chapter 2). We continue by
discussing how nichesourcing is used to extend source information
and to engage with new audiences.

engagement of the public

Next to being a method for outsourcing tasks, crowdsourcing can be
used by cultural heritage institutions to engage with the public [64].
In Chapter 4, we helped to intensify this engagement with a nich-
esourcing method, by inviting groups of experts to come visit the
institution and contribute their knowledge. Niche communities are
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social entities and this resulted in lively discussions during the events.
These discussions were useful for the further development of collec-
tion registration methods regarding the topic at hand. However, we
did not yet manage to integrate this social aspect into our online an-
notation tool. A step towards this goal would be to build in active col-
laboration options and the possibility to discuss tasks. Thereby, poten-
tially resulting in a permanent positive feedback loop of engagement
and enrichment.

An often asked question by contributors is what happened with
their contributions. Knowing that their work matters helps to keep
intrinsically motivated contributors involved. In the Accurator anno-
tation tool described in Section 4.4, we show the direct impact of an-
notations on search functionality. Additionally, the DigiBird system
showed the impact of annotations on collection integration (Chap-
ter 6). Still, it would be even better if the results of crowdsourcing
tasks would be directly visible on the websites of institutions. There-
fore, we continue by discussing how institutions could better cope
with such new sources of information.

coping with new sources of contextual information

Cultural heritage institutions that want to publish rich contextualized
data online, will have to adapt to a new data landscape. Institutions
used to rely on internal processes to generate information about their
collection, which allowed strict control over quality. With the increase
of available digitized content, manual processes to describe content
do not suffice anymore. The rise of new data generation methods
(e.g. machine learning, crowdsourcing) and contextual data sources
(e.g. structured vocabularies) provide the means to address this issue.
However, to fully embrace these methods and sources, challenges re-
garding data quality need to be addressed.

Two main aspects impact the quality of contextual information in
the cultural heritage domain: the method of relating collection data
to contextual data sources and the quality of contextual data source
themselves. Institutions have to carefully consider which contextual
sources of information to use, as sources often reside outside the
sphere of influence of the institution. This can be problematic because
it makes it more difficult to add new concepts, correct existing con-
cepts or change the hierarchy of concepts. To illustrate, most contex-
tual sources are limited in scope and this scope might not be aligned
with the needs of an institution. For example, the Iconclass vocabu-
lary, used by the Rijksmuseum to describe subject matter, focusses on
Western art, while the museum also has many Asian objects. To cover
the complete spectrum of contextual information of a collection, insti-
tutions have to keep evaluating the list of structured vocabularies in
use and consider new sources when they become available.
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This thesis proposes different methods to link collection objects to
structured vocabularies. First, we analyzed links already made by em-
ployees of the Rijksmuseum in Chapter 2. The number of links was
low: only a fraction of contextual information stems from external
vocabularies. Second, we automatically generated links based on a
simple string matching algorithm, to investigate the added value of
an increased number of links in the context of search (Chapter 5). This
method relied on existing textual information and does not cope well
with ambiguous terms, inevitably introducing incorrect links. Third,
to overcome quality and quantity issues, we introduced a nichesourc-
ing method in Chapter 4, inviting experts to link collection objects to
structured vocabularies.

The automatically generated links and the links provided by the
niche experts have not yet been added to the collection management
system of the Rijksmuseum. To better facilitate this ingestion process,
we need to provide institutions with tooling to assess the quality of
the generated links. Knoblock et al. [50] created a tool to assess every
proposed link made. Ceolin, Nottamkandath, and Fokkink [10] for-
mulated automated methods to evaluate the quality of crowdsourced
annotations, based on trust assessments. In the future, the Accura-
tor annotation tool could be extended with such automated methods.
As a result, institutions could make better-informed decisions about
whether to ingest the crowdsourced data, with less effort.

from proof-of-concepts to production-ready systems

Both cultural heritage institutions, as well as research institutes, can
take steps to ease the translation of research results into useful ap-
plications for the cultural heritage domain. This thesis describes two
systems, that would be of potential use for many institutions. While
we published the source code of both, uptake of the systems has been
limited. Many institutions showed interest in using the Accurator an-
notation tool, but the relatively difficult deployment proved to be a
significant barrier. Institutions have to realize that codebases originat-
ing from research projects are often proofs-of-concept, which are of
limited use in production environments.

The Accurator annotation system had to be developed beyond a
proof-of-concept, since we ask contributors to work with it for longer
periods of time and rely on their intrinsic motivation. If the system
would not have been stable and usable, this would hold back ex-
perts in contributing information. The DigiBird system is a proof-of-
concept for on the fly collection integration, relying on other systems
for data. The importance of standardization is illustrated by the ef-
fort needed to adapt pipelines to each individual API specification.
An additional problem was the instability of API specifications, reg-
ularly resulting in broken integration pipelines. To support similar
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collection integration initiatives in the future, the API and Linked
Data eco-systems will need to mature and stabilize.

To foster technological advancements and grow proofs-of-concept
into full-blown production-ready systems, significant development
steps need to be taken. To ease this process, larger institutions can
consider “lab environments”1. These environments showcase new ex-
perimental technology, without having to conform to the expected sta-
bility of production systems. If the technology is promising enough,
production-ready implementations can be developed by parties out-
side academia. If academics would consider this trajectory in an early
stage of the proof-of-concept development, more results could be
translated into production-ready systems.

1 For example, Europeana, the National Library of the Netherlands and the Nether-
lands Institute of Sound and Vision Institute have lab environments: http://
europeanalabs.eu, http://lab.kb.nl and http://labs.beeldengeluid.nl

http://europeanalabs.eu
http://europeanalabs.eu
http://lab.kb.nl
http://labs.beeldengeluid.nl
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S C R E E N S H O T S

In this appendix we show screenshots of the Accurator annotation
tool, the DigiBird system and related systems.

a.1 birds on art accurator annotation tool

Screenshots of the Accurator annotation tool instantiated for the “Birds
on art” case study of Section 4.5.1.

Figure 33: Screenshot of the home page of the “Birds on art” domain.

Figure 34: Screenshot of the profile page.
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a.2 bible prints accurator annotation tool

Screenshots of the Accurator annotation tool instantiated for the “Bible
prints” case study of Section 4.5.2.

Figure 35: Screenshot of the Dutch version of the “Bible prints” domain.

Figure 36: Screenshot of the search results for the query “Jacob”.
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a.3 fashion images accurator annotation tool

Screenshots of the Accurator annotation tool instantiated for the “Fash-
ion images” case study of Section 4.5.3.

Figure 37: Screenshot of the home page of the “Fashion images” domain.

Figure 38: Screenshot of subdomain selection.
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a.4 screenshots digibird system

In this appendix we show screenshots of the DigiBird collection inte-
gration system, as described in Chapter 6.

Figure 39: Screenshot of the DigiBird homepage.

Figure 40: Screenshot of the statistics monitor.
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a.5 screenshots of related systems

In this appendix we show screenshots of systems related to the Digi-
Bird system, as mentioned in Section 6.2.

Figure 41: Screenshot of Natuurbeelden homepage.

Figure 42: Screenshot of Waisda? system.
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Figure 43: Screenshot of the Xeno-canto homepage.

Figure 44: Screenshot of the Nederlandse Soortenregister homepage.
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S U M M A RY

Semantic Web technologies allow cultural heritage institutions to pub-
lish interconnected, interoperable data, with explicit semantics. The
source of the data published by museums is often the basic metadata
recorded in systems aimed at collection management. As a conse-
quence, users are deprived of the curated contextual information of
regular exhibitions. To address this problem and provide better ac-
cess to online collections, institutions employ various approaches to
improve object descriptions. Among them is crowdsourcing, a quick
and inexpensive source of large quantities of descriptions. However,
it remains a challenge to ensure the quality of crowdsourced infor-
mation, especially for knowledge-intensive tasks. In this thesis, we
introduce nichesourcing, a method to solve knowledge-intensive tasks,
by identifying and engaging small groups of experts. We present a
five-step method, to enrich and contextualize object metadata using
nichesourcing, thereby improving access to online cultural heritage
collections.

analysis of collection data The first step of the method con-
cerns the analysis of collection data. During this step, we assess the
suitability of the chosen data model and the number of references to
external datasets. In Chapter 2, we analyze the Linked Data of the
Rijksmuseum Amsterdam, as a case study. The Rijksmuseum collec-
tion comprises over a million objects, of which only a fraction can
be on display at a given time. To open up the remaining collection,
the museum started to digitize objects and publish the resulting in-
formation online. The Linked Data of the museum consists of over
22 million statements, describing over 350,000 objects, of which more
than 207,000 include a reference to an image. The data is used to sup-
port search, recommendation, collection integration and browsing.

The Rijksmuseum uses contextual concepts from structured vocab-
ularies to describe objects. While the museum maintains its own vo-
cabularies to preserve its own perspective, an increasing number of
contextual concepts is related to external datasets. The collection data
is structured using the Europeana Data Model. Not all aspects of
the collection can be captured with the modeling constructs recom-
mended by Europeana. Therefore, we discuss modeling challenges
and proposed solutions for contextualizing cultural heritage data in
the next chapter.

contextualization of cultural heritage data Ontolo-
gies make the semantics of data explicit, by providing a shared con-
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ceptualization. When a cultural heritage institution wants to publish
Linked Data, it is confronted with the choice of which ontology to
use. This decision has implications for the source data that can be
included, as well as the structure of the resulting Linked Data. As
part of the five-step method, we focus in Chapter 3 on how ontolo-
gies can be used to structure and represent contextual information
about objects in cultural heritage collections. We discuss modeling
challenges that regard specialization, object- and event-centric ap-
proaches, temporality, representations, views and subject matter. For
each challenge, we show modeling approaches of two ontologies of-
ten used in the cultural heritage domain: the Europeana Data Model
and the CIDOC Conceptual Reference Model.

Based on the discussed modeling challenges, we formulate six re-
quirements for cultural heritage ontologies: 1) the ability to special-
ize an ontology without decreasing its interoperability, 2) support for
recording both attributes as well as events related to objects, 3) abil-
ity to capture changes over time, 4) ability to separate descriptions of
objects and their representations, 5) support for capturing multiple
sources describing the same object and 6) possibility to contextualize
objects using subject matter. By considering these requirements, insti-
tutions can make a more informed choice when deciding on which
ontology to use to contextualize data published online.

nichesourcing The usefulness of cultural heritage data hinges
on the quality and diversity of descriptions of collection objects. In
many cases, existing descriptions are insufficient for retrieval and re-
search tasks, resulting in the need for additional annotations. Eliciting
such annotations is a challenge, since it often requires domain-specific
knowledge. Where crowdsourcing can be successfully used to execute
simple annotation tasks, identifying people with the required exper-
tise might prove challenging for more complex and domain-specific
tasks. Nichesourcing addresses this problem, by tapping into the ex-
pert knowledge available in niche communities.

In Chapter 4, we present Accurator, a methodology for conduct-
ing nichesourcing campaigns, by addressing communities, organiz-
ing events and tailoring a web-based annotation tool to a domain
of choice. The contributions are the following: 1) a nichesourcing
methodology, 2) an annotation tool for experts, 3) validation of the
methodology in three case studies and 4) a dataset including the
obtained annotations. The case studies concern birds on art, bible
prints and fashion images. We compare the quality and quantity of
obtained annotations, showing that the nichesourcing methodology
in combination with the image annotation tool can be used to collect
high-quality annotations in a variety of domains. A user evaluation
indicates the tool is suited and usable for domain-specific annotation
tasks.



summary 141

diversification of search results In Chapter 5, we con-
sider whether, and to what extent, additional semantics in the form of
Linked Data can support explorative search. As a case study, we use
the Linked Data of the Rijksmuseum, extended with various struc-
tured vocabularies. We apply an existing graph search algorithm to
this data, which finds paths in the graph from the search term to
target objects. Next, the algorithm clusters results with similar paths
together. We use the number of resulting clusters and the path length
as indicators of diversity. As sample queries, we collected the terms
in the museum’s query log for the duration of one month.

The results show that for this application domain, the added se-
mantics lead to 1) an increase in the number of results, and 2) an
increase in the variety of search results. We hypothesize that the fol-
lowing two factors impact the usefulness of vocabularies for search:
1) the number of links between distinct concepts and the metadata
objects and 2) the richness of the internal links between concepts in
vocabularies. This fourth step of the method illustrates that additional
semantics provided by structured vocabularies can help users to ex-
plore collections and reach more objects related to their interest.

integration of collections Online cultural heritage collec-
tions often contain complementary objects, which makes integration
of heterogeneous collections a worthwhile effort. In Chapter 6, we
present the DigiBird system that provides access to four distinct nature-
related collections and reinforces crowdsourcing initiatives. The sys-
tem is designed to harmonize complementary collection objects, make
crowd contributions instantaneously available and allow the monitor-
ing of multiple crowdsourcing systems using one dashboard.

Harmonizing data from multiple systems that adhere to different
standards proved to be a challenge. The data originates from dynamic
systems, as a continuous stream of crowd contributions alters and ex-
tends the datasets. With the DigiBird system, institutions can decide
to use data in an early stage of the crowdsourcing process. Addition-
ally, undertaking crowdsourcing projects together allows the sharing
of resources and provides insights into the time needed to collect re-
sults. By leveraging standardized data models and annotations from
structured vocabularies, the DigiBird system illustrates the added
value of enrichments and the benefits of Linked Data for collection
integration.

conclusion In this thesis, we present a method to contextualize
and enrich cultural heritage collections, to support explorative search
and collection integration. Museums with similar collections as the
Rijksmuseum will be able to use the method without requiring major
changes. We expect that many steps of the method can be utilized in
other domains as well. Disseminating high-quality information about
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objects is embedded in the mission of cultural heritage institutions. In-
stitutions that want to publish rich contextualized data online, have
to assess the quality of external structured vocabularies and find effi-
cient approaches to relate collection data to these new sources. Nich-
esourcing is one of these approaches, additionally providing ways to
engage with the public. To keep contributors motivated, it is essen-
tial that they know their work matters. We show the direct impact of
annotations on search functionality and collection integration, high-
lighting the potential of crowd contributions and Linked Data.



S A M E N VAT T I N G

Semantic Web technologie stelt cultureel-erfgoedinstellingen in staat
om data te publiceren, waarvan de betekenis is vastgelegd en welke
van context is voorzien door middel van externe bronnen. Beperkte
metadata over objecten, bedoeld voor het beheren van collecties, vormt
veelal de basis voor de gepubliceerde data. De uitgebreide informatie
waar tentoonstellingen normaal gezegd in voorzien, ontbreekt daar-
door voor gebruikers. Om dit probleem aan te pakken en de toegang
tot online collecties te verbeteren, zijn instellingen begonnen met het
verbeteren van objectbeschrijvingen. Crowdsourcing is een manier om
snel grote hoeveelheden beschrijvingen te verzamelen. Het blijft ech-
ter een uitdaging om de kwaliteit te borgen van informatie die door
crowdsourcing verkregen is. Dit geldt in het bijzonder voor annotatie-
taken die specifieke kennis vereisen. In deze dissertatie introduceren
we nichesourcing, een methode voor het uitvoeren van kennisinten-
sieve taken, waarbij gespecialiseerde groepen in het annotatieproces
worden betrokken. Deze dissertatie beschrijft een methode om met
behulp van nichesourcing objectbeschrijvingen te verrijken en te con-
textualiseren, waardoor online collecties beter toegankelijk worden.
Deze methode bestaat uit vijf stappen.

analyse van collectiedata De eerste stap van de methode
betreft de analyse van collectiedata. We kijken tijdens deze stap naar
de geschiktheid van het gekozen datamodel en het aantal verwijzin-
gen naar externe datasets. In hoofdstuk 2 analyseren we als casestudy
de Linked Data van het Rijksmuseum Amsterdam. De Rijksmuseum
collectie bestaat uit meer dan een miljoen objecten, waar op enig mo-
ment enkel een fractie kan worden tentoongesteld. Om ook de rest
van de collectie toegankelijk te maken, is het museum gestart met het
digitaliseren van objecten en het online publiceren van informatie.
De Linked Data van het museum bestaat uit 2.846.996 statements, die
351.814 objecten beschrijven, waarvan 207.441 een corresponderende
afbeelding hebben. De data wordt gebruikt om de collectie toeganke-
lijk en doorzoekbaar te maken, relevante objecten aan te raden en de
collectie te integreren met andere collecties.

Het Rijksmuseum gebruikt concepten van gestructureerde vocabu-
laires om objecten te beschrijven. Ondanks dat het museum er ook
voor kiest een eigen vocabulaire te onderhouden, wordt een toene-
mend aantal concepten gerelateerd aan externe datasets. De collectie-
data wordt gestructureerd met behulp van het Europeana Data Mo-
del. Niet alle aspecten van de objecten kunnen echter adequaat wor-
den beschreven met de door Europeana voorgeschreven elementen.
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Daarom bespreken we de uitdagingen van het modelleren en contex-
tualiseren van cultureel-erfgoeddata in het volgende hoofdstuk.

cultureel-erfgoeddata contextualiseren Een ontologie
maakt de betekenis van data expliciet, door middel van een gedeelde
conceptualisatie. Wanneer een cultureel-erfgoedinstelling Linked Data
wil publiceren, moet er worden gekozen welke ontologie het meest
geschikt is. Deze beslissing heeft gevolgen voor welke data er kan
worden opgenomen in de dataset, maar ook voor de structuur van de
resulterende Linked Data. In hoofdstuk 3 kijken we hoe ontologiën
gebruikt kunnen worden voor het structureren en representeren van
contextuele informatie over objecten in cultureel-erfgoedcollecties. We
bespreken uitdagingen op het gebied van data modelleren, met be-
trekking tot specialisatie, object- of gebeurtenisgerichte aanpakken,
tijd, representatie, perspectieven en onderwerpontsluiting. Elke uit-
daging illustreren we met de benaderingen van twee veel gebruikte
ontologiën in het cultureel-erfgoeddomein: het Europeana Data Mo-
del en het CIDOC Conceptual Reference Model.

Gebaseerd op bovenstaande uitdagingen, formuleren we zes ver-
eisten voor cultureel-erfgoedontologiën: 1) een ontologie kan worden
gespecialiseerd zonder dat de interoperabiliteit daar onder lijdt, 2) zo-
wel eigenschappen van objecten, als wel gebeurtenissen gerelateerd
aan objecten kunnen worden vastgelegd, 3) veranderingen als gevolg
van het verstrijken van tijd kunnen worden beschreven, 4) er kan on-
derscheid worden gemaakt tussen objecten en hun representaties, 5)
verschillende bronnen over hetzelfde object kunnen worden vastge-
legd en 6) objecten kunnen van context worden voorzien door middel
van onderwerpontsluiting. Instellingen kunnen een afgewogen keuze
maken over welke ontologie te gebruiken, wanneer ze deze vereisten
in overweging nemen.

nichesourcing De waarde van cultureel-erfgoeddata hangt af
van de kwaliteit en diversiteit van de beschrijvingen van collectieob-
jecten. In veel gevallen zijn al bestaande beschrijvingen niet geschikt
voor het ondersteunen van onderzoek of voor het online toeganke-
lijk maken van de collectie, waardoor extra annotaties nodig zijn. Het
uitvoeren van deze annotatietaken wordt bemoeilijkt doordat er vaak
domein-specifieke kennis voor nodig is. Waar crowdsourcing vaak
succesvol kan worden gebruikt voor het uitvoeren van eenvoudige
taken, is het vinden van mensen met de vereiste expertise voor het
uitvoeren van complexere taken vaak een uitdaging. Nichesourcing
lost dit probleem op door de expertise van bestaande groepen aan te
spreken.

In hoofdstuk 4 presenteren we Accurator: een methode voor het
uitvoeren van nichesourcing-campagnes, waarbij specifieke groepen
betrokken worden, evenementen worden georganiseerd en een online
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applicatie wordt gebruikt, aangepast aan het gekozen domein. Onze
bijdragen zijn: 1) een nichesourcing methodologie, 2) een annotatie-
applicatie voor experts, 3) validatie van de methodologie in drie case-
studies en 4) een dataset met de verzamelde annotaties. De casestu-
dies betreffen kunstwerken met vogelafbeeldingen, bijbelprenten en
afbeeldingen van mode. We vergelijken de kwaliteit en kwantiteit van
de verkregen annotaties en tonen daarmee aan dat de nichesourcing
methodologie in combinatie met de annotatie-applicatie gebruikt kan
worden voor het verzamelen van annotaties van hoge kwaliteit in
verschillende domeinen. Een gebruikersstudie toont aan dat de appli-
catie geschikt is voor domein-specifieke annotatietaken.

diversificatie van zoekresultaten In hoofdstuk 5 onder-
zoeken we of, en in welke mate, de verrijking van objectbeschrijvin-
gen in de vorm van Linked Data, exploratief zoeken mogelijk maakt.
Als casestudy gebruiken we de Linked Data van het Rijksmuseum,
gerelateerd aan verschillende gestructureerde vocabulaires. We pas-
sen een bestaand zoekalgoritme voor graafstructuren toe op de data,
welke verbanden vindt tussen een zoekterm en objecten. Daarna groe-
peert het algoritme soortgelijke objecten gebaseerd op de gevonden
verbanden. We gebruiken het aantal gevonden verbanden en de af-
stand tussen zoekterm en object als indicator voor diversiteit. De
zoektermen die we gebruiken zijn in de loop van een maand inge-
voerd door gebruikers van de website van het museum.

De resultaten tonen aan dat binnen dit domein de verrijking leidt
tot 1) een toename van het aantal zoekresultaten en 2) een toename
van de variatie in zoekresultaten. Onze hypothese is dat er twee fac-
toren invloed hebben op de geschiktheid van vocabulaires voor ex-
ploratief zoeken: 1) het aantal connecties tussen unieke concepten en
objecten en 2) de rijkdom van interne connecties tussen concepten
in vocabulaires. Deze vierde stap van de methode illustreert dat toe-
gevoegde betekenis in de vorm van gestructureerde vocabulaires ge-
bruikers kan helpen bij het verkennen van collecties en het bereiken
van objecten waarin zij geïnteresseerd zijn.

integratie van collecties Online collecties van verschillende
cultureel-erfgoedinstellingen bevatten vaak objecten die elkaar aan-
vullen, wat het integreren van heterogene collecties de moeite waard
maakt. In hoofdstuk 6 beschrijven we het DigiBird-systeem. Dit sys-
teem geeft gebruikers toegang tot vier verschillende collecties en ver-
eenvoudigt crowdsourcing initiatieven. Het systeem is ontworpen om
metadata van collectieobjecten op elkaar af te stemmen, crowdsour-
cing bijdragen onmiddellijk beschikbaar te maken en de voortgang
van crowdsourcing initiatieven in de gaten te houden op één centrale
plek.



146 samenvatting

Het is uitdagend om data te harmoniseren van verschillende sys-
temen, welke gebruik maken van een veelvoud aan standaarden en
protocollen. De onderliggende data is onderhevig aan een continue
stroom van crowdsourcing bijdragen. Met het DigiBird-systeem kun-
nen instellingen beslissen om data in een vroeg stadium van het
crowdsourcing proces te gebruiken. Door het samen uitvoeren van
crowdsourcing initiatieven, kunnen benodigde middelen worden ge-
deeld en kan er inzicht worden verkregen in de tijd die nodig is
om goede resultaten te behalen. Met het gebruik van gestandaardi-
seerde datamodellen en annotaties uit gestructureerde vocabulaires,
illustreert het DigiBird-systeem de toegevoegde waarde van verrijkin-
gen en de voordelen van Linked Data voor collectie integratie.

conclusie In deze dissertatie presenteren we een methode voor
het contextualiseren en verrijken van cultureel-erfgoedcollecties, om
daarmee exploratief zoeken en collectie-integratie mogelijk te maken.
Musea met soortgelijke collecties als het Rijksmuseum zullen de me-
thode kunnen toepassen zonder dat grote aanpassingen nodig zijn.
We verwachten dat veel van de stappen van deze methode ook in
andere domeinen toepasbaar zijn. Het uitdragen van kwalitatieve
informatie over objecten is onderdeel van de missie van cultureel-
erfgoedinstellingen. Instellingen die rijke, gecontextualiseerde data
online willen publiceren, moeten een inschatting maken van de kwa-
liteit van beschikbare externe vocabulaires en efficiënte methodes vin-
den om collectiedata te relateren aan deze nieuwe bronnen. Niche-
sourcing is één van deze methodes, welke instellingen in staat stelt
om op een nieuwe manier het publiek te betrekken. Om mensen te
motiveren is het van belang dat ze weten dat hun werk er toe doet.
In onze systemen laten wij direct de invloed zien van annotaties op
zoekfunctionaliteit en de mogelijkheid tot collectie integratie, waar-
mee we de kracht van crowdsourcing en Linked Data benadrukken.
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